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BOUNDARY VALUE PROBLEMS FOR DIFFERENTIAL 

EQUATIONS WITH DEVIATING ARGUMENTS 

P. CH. TSAMATOS, and S. K. NTOUYAS, Ioannina 

(Received May 21, 1992) 

1. INTRODUCTION 

In the paper we consider the equations with deviating arguments 

(Ei) x,,(t)+j(t,x(t),x(a1(t)),...,x(ak(t))) = 0 

and 

(E2) x " W + / ( ^ ; r ( * ) ^ 

where t G I = [a,b] (a < b) and f: I x (Un)k -> [Rn, f: I x (Un)k+™+2 -> R" 
are continuous functions. Also, the arguments Oi, i = 1,..., k, gj, j = 1,... ,m 
are continuous real valued functions defined on I and such that the set {t G I: 
gj(t) = a or gj(t) = b,j = 1,... ,m} is finite. 

We suppose that 

— oo < ao = min minai(t) < a, b < max maxcr^t) = b0 < +oo 
i < ^ f c tei l^i^m tei 

and 

-oo < a = min \ min minO-r(č), min minqj(t) > < a, 
Xi^i^ktei v ; i<j<m tel j y Ji 

b < max < max maxO-^č), max maxo?-(í) > = b < +co 
L i<;<fc tei í^j^rn tei i 

and we set E(a) = [a0,0], E(b) = [b,b0], È(a) = [ä,a] and Fľ(b) = [b,b]. 



Here we seek a solution of (Ei) (resp. (E2)) which satisfies the following general 

type boundary conditions: 

(BC) a0x(t) + aix'(t) = qi(t), t <E E(a) (resp. t e E(a)), 

P0x(t) + 0ix'(t) = q2(t), t e E(b) (resp. t 6 E(b)) 

where ai, Pi, i = 0,1, are real constants satisfying 

(1.1) t = a0(30(b - a) + aoft - cYi/30 ? 0, 

(1.2) a i Є R, O ^ | Ł , if a 0 = 0, 

ŞJ. ^ 0, ft є R, if ßo = 0. 

Finally we suppose that q\, q2 are IRn-valued functions defined and differentiable on 

E(a), E(b) (resp. E (a), E(b)) respectively. 

For the sake of brevity we use the notation B.V.P. (Ei)-(BC) (resp. (E2)-(BC)) 

for the boundary value problem which consists of the equation (Ei) (resp. (E2)), the 

boundary conditions (BC) and the conditions (1.1), (1.2). 

By the term solution of the B.V.P. (Ei)-(BC) (resp. (E2)-(BC)) we mean a func

tion x: E(a)Ull)E (b) -> (Rn (resp. x: E(a)UlUE (b) -> IRn) which is continuous 

on its domain, differentiable on E(a), E(b) (resp. E(a), E(b)), twice differentiable 

(resp. twice piecewise differentiable) on I and satisfies the equation (Ei) (resp. (E2)) 

and the boundary conditions (BC). 

A very interesting method for the proof of existence of solutions for boundary value 

problems is based on a simple and classical application of the Leray-Schauder degree 

theory. Recently, Fabry and Habets [3], Fabry [4] and Ntouyas and Tsamatos [5] 

have used this method to give answers to a series of boundary value problems. 

In this paper, we apply this method to our general B.V.Ps (Ei)-(BC) and (E2)-

(BC). In a recent paper [9] we gave some results concerning the existence of solutions 

of a B.V.P. of the form (E2)-(BC) by applying the topological transversality method 

of Granas [2]. More precisely we studied B.V.P. 

(E2y x''(t) = f^t,x(t),x(a1(t)),...,x(ak(t)),x
f(t),x'(gl(t)), 

. . . y ( g r n ( 0 ) ) , tel, 

(BC)' -a0x(t)+a1x'(t) = qi(t), t e E(a), 

(30x(t)+(3lx'(t) = q2(t), teE(b), 

where the constants a0, (30, (3\ are nonnegative, cYi > 0 and I 7- 0. 
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Although the problems (E2)-(BC), (E2)'-(BC)' seem to be almost the same, the 
method developed in [9] cannot be applied for the B.V.P. (E2)-(BC) (see the proof 
of Lemma 3.1 in [9]). On the other hand the method used here ensures the existence 
of a solution of the B.V.P. (E2)-(BC) which is bounded by an a priori given positive 
function. The remarkable fact is that the assumptions on <D (see conditions (3.1), 
(3.2) below) do not allow <D to be taken as a constant function. (This can be done 
only in the case when a i = (5\ = 0.) This does not allow us to conclude that the 
results of our paper generalize those of [9]. Nevertheless, the results obtained here 
generalize the results of Fabry and Habets [3] and Fabry [4]. 

It is noteworthy that the present method can be applied also to the B.V.P. (E2)-
(BC)'. 

The plan of this paper is as follows: In Section 2 we state some auxiliary lemmas. 
Main results are given in Section 3, where sufficient conditions are established for 
the existence of solutions of the B.V.Ps (E;)-(BC), i = 1,2. In Section 4 some results 
for smooth solutions of B.V.Ps (E;)-(BC), i = 1,2 are given. Section 5 includes 
applications of the result of Section 3. 

2. AUXILIARY LEMMAS 

The next Lemma 2.1 is the basic tool of the method which we use in the proof of 

existence of solutions for the B.V.Ps (E;)-(BC), i = 1,2. 

Lemma 2.1 [3, Theorem 1]. Let X be a Banach space, A: X -» X a compact 

mapping such that I — A is one to one and Q an open bounded subset of X such 

that 0 E (J — A)(Q,). Then a compact mapping T: fi —•> X has a fixed point in ft if 

for any X G (0,1) the equation 

x = XTx + (1 - X)Ax 

has no solution x on the boundary dtt of 17. 

Also we need the following lemma from [7] whose basic steps of proof we reproduce 
here for the sake of completeness. In this lemma and in the sequel, the symbols (.,.) 
and I. I stand respectively for the euclidean product and the euclidean norm in the 
space Un. 

Lemma 2.2. Assume that hi and Y12 are continuous real valued functions defined 
on I and such that 

—00 < da = min < minlii(r), minb^M \ ^ a 



and 

b ^ dь = max < m&xhЛť), maxtWź) > 
l tei tєi ) 

< + 00 

and G = {t G I: h{(t) = a or h{(t) = b, i = 1,2} is finite. 

Also, let x be a continuous Un-valued function defined on [da,d0] which is contin

uously differentiable on [da,a], I and [b,d0] and piecewise twice differentiate on I. 

Let x be the restriction of x to I, i.e. x|J = x. 

Moreover, assume that there exist positive constants R, a,(3,a',y and 7' with 

a < 1, a' < 37) (1 — a ) 2 and such that the following relations are valid: 

(2.1) 

(2.2) 

and 

sup\x(t)\ ^D, 
tei 

(x(t),x"(t)) < a | á ' ( / u ( ť ) ) | 2 + /í, t £ l - A 

(2.3) I<*'(*),s"(<)>| ^ (a ' | i ' ' ( / i2W)|2+7)|*'(/ t2(0)|+7>'(<)| , tel-A 

where 

A = GUB and B = {tel: x"(t - 0) / x"(t + 0)}. 

Then there exits a number M depending only on x\[dn, a] U [b, dD], b — a, D, a, (3, 

a', 7, 7' but not on x such that 

max\x'(t)\ ^ M. 

P r o o f . We set M = max|;r/(f)| = \x'(to)\, where t0 G I. For every piecewise 

twice differentiable on I function a, by a Taylor expansion, we have 

<r(to + M) - cr(t0) = V°'(to) + / <r"(*)(<o + M - s) ds 
J t0 

provided to + fi G I. We apply this formula to the function cr(t) = Ja \x'(s)\ ds, t G I 

obtaining 

2.4) [° |a:'(s)|2ds = /t |a; '(ťo)| 2+2 í" (/(s),.-"(s))(ť 0 + /. - s) ás 
jtn jío /to J to 

Integrating by parts and using (2.1), (2.2) we have 

(2.5) / \x'(s)\ ds\^2DM+\ / (a |T , ( l i 1 (s)) |+/3)d, 
Jtn Jtn 

^2DM+(aM2
v+ß)6 



where M\ = max{M,m}, m = sup | # ' ( 0 | a n d S = \^i\. 
te[da,a]U[b,db] 

On the other hand, by (2.4), (2.3) and (2.5) we obtain 

SM2^2\ Г * (a'\x'{h2(s))\3 +~1\x'{h2(s))\+1'\x'(s)\)\t0+џ-s\às 
I J*0 

+ 2DM + aM2S + ßS^ {aMf + ß1MX)S2 + 2DM + aM?S + ßó 

where ft = 7 + 7;-
Therefore 

ÓM2 < (a 'M 3 + /3'Af)í2 + 2DM + aM 2 á + ßS, if Mi = M 

or 
r2 ^ t '™3 , / o / ^ \ Í 2 , o n u 1 ^ ^ 2 £M2 ^ {a'm3 + /3r7n)(52 + 2F>M + am26 + #5, if Mi = m 

from which, following exactly the same arguments as in [4], we obtain 

M ^ max 
8F> ( b - a ) ( l - a ) ß(l - a) + 4F>/ľ 

( l - a ) ( b - a ) ' 4F> ( l - a ) 2 - 8 F > a 

or 
M ^ max \ 

1(1 — a 

^ 

8F> M 2 | 
* ) ( b - a ) ' 2 D Ј ' 

respectively, where M2 = \ [(a'm3 + ftm)(b - a) 2 + 2am2 (b - a) + 2/3(6 - a)]. 

Therefore, in any case we have that M can be bounded independently of x, which 

proves the lemma. • 

3. EXISTENCE RESULTS FOR THE SOLUTIONS OF THE B.V.P.s 

( E I ) - ( B C ) AND (E 2 )-(BC) 

If J = [ao, bo] and J = [a, b] we set 

B0 = C(J,Un) 

for the space of all Rn-valued continuous functions defined on J and 

Bi = C(J, Rn) n C1 {E(a) U E (b), Rn) n C 1 (I, Rn) 

for the space of all Rn-valued continuous functions defined on J which have conti

nuous first derivative on E (a) U E(b) and are also continuously differentiable on I, 

endowed with the norms 

||a:||0 = max|x(i) | , x G B0 
teJ ' ' 



and 

||x||i = max] max \x(t)\, max Ix ' ^Lmax \x'(t)\ >, x G f?i, 
1 teJ teE(a)UE(b) ' tzi ' U 

respectively. It is well known that B0 and B\ are Banach spaces. 

For the sake of simplicity, for every function z G B0 and for every i G / w e set 

^,z(t),z(a^(t)),...,z(<jk(t))) = (t,z(t),z[<r(t)]). 

Also, for every function z 6 B\ and for every t € / we set 

(* ,«(*) ) ,« (^ l (0) , " - ,^ (^(0) ,2 'W,^(Sl (0) , - - - ,« ' ( f lm(0) 

=-(M0.*[*(0],*'(0, *'[:?(*)])• 

The following Theorem 3.1 guarantees the existence of solutions of the B.V.P. 
(Ei)-(BC) which are bounded by an a priori given function <p. 

Theorem 3.1. Assume that <D: I -> (0,oo) is a twice continuously differentiate 

function such that 

(3.1) -\a0\<p(a)-\a1\tp'(a)> | a i ( a ) | , if ax # 0, 

|a0|<D(a) > |gi(a)|, if ax = 0 

and 

(3.2) - M v W + l/W(&)>M&)|. i!"A#o, 

\t30\y(b)>\q2(b)\, if A = 0 . 

ALso, we suppose that 

(3.3) ^ ( % , / W + ( x ( t ) , / ( t , a : W , x [ c T W ] ) ) o 

for any x G Bo with \x(t)\ = ip(t) and (x(t),x'(t)) = \x(t)\ip'(t), t G f. 
Then the B.V.P. (Ei)-(BC) has at least one solution x such that \x(t)\ ^ <p(t), 

tel. 

P r o o f . The Green function for the homogeneous B.V.P. 

x"(t) = 0, tel, 

a0x(a) + aix'(a) = 0, 

(50x(b) + (5lx'(b)=0 



is given by the formula 

G(t,s) = 
1 j (P0t - (30b - (3i)(a0s - a0a - a x) , s ^ t, 

l \ (/30s - f30b - pi)(a0t - a0a - a x ) , t ^ s 

where £ — a0(30(b - a) + a0(5\ - p0a\ / 0 because of (1.1) (see Agarwal [1]). Now 

we define a function w: J —> Rn as 

{w(a) + -L £ (7l(s)exp (s*(s - a)) ds} exp ( - s*(* - a)), 

if Qi T̂  0, t < a, 

±qi(t), i f a i = 0 , t<a, 

™(t) = { \[Po(b -t)qi(a)+f3iq1(a)-aiq2(b) + a0(t-a)q2(b)], t€l, 

{«M + r, it M exP (fr(s - b ) ) d s } exP ( - & ( ' - 60> 
if A 7- 0, i > 6, 

j-oq2(t), i f / ? 1 = 0 , t > 6 . 

It is obvious that w € Bo- Hence the operator T denned on BQ by the formula 

where 

Lx(t) = < 

Гя(t) = Lx(t) +w(t)ђ t Є J, 

f / a
ò G ( M ) / ( s , Ф ( * ) ] ) d s , Í Є J , 

exp ( ^ ( ż - a))Lx(a), t < a, a i ^ 0, 

0, l < a, a i = 0, 

e x p ( - & ( í - a ) ) L x ( 6 ) , í > 6 , A ^ 0 , 

0, l > b, /3i = 0 
is a compact operator with values in Ho (see [9]). 

We also define an open set in the space Ho as 

ft = {xe B0: \x(t)\ <(D(t), te 1} 

and an operator A on B0 by the formula 

f*G(t,s)Kx(s)ds, te J, 

Ax(t) = <; Ax(a), 

Ar(6), 

where K is a constant such that 

t < a, 

l > b 

/ O ш a x ^ . 
tЄІ (f(t) 



Obviously, A is a compact operator. 

Now, we observe that the operator I — A is one to one. Indeed, let (I — A)x = 

(I - A)y with x, y in B0. Then (I - A)z = 0, where z = x - y. Thus z - Az and 
hence z must be a solution of the B.V.P. 

z"(t) = Kz(t)< 

(*) a0z(a) + a\z'(a) = 0, 

(30z(b) + p1z'(b) = 0. 

We shall prove that this B.V.P. has the unique solution z = 0. 

The general solution of the above equation has the form 

z(t)=cle
VRt+c2e-SKt. 

On account of the above boundary conditions we take 

K + a 1 v^) ( /3o - /3 1 VK) e2(b-a)VK 

(a0 - aly/K)(P0 + piy/K) * 

Since e
2 ( 6 ~ a ) v / ^ > 1, K > 0 the last is true for every K > 0 if the left hand side is 

less than or equal one. But this is clear from (1.1) and (1.2). Therefore z = 0 or 
x = y. Moreover, 0 G (I - A) (to) since 0 Gto and (I - A)0 = 0. 

In order to apply Lemma 2.1, it remains to prove that no solutions of the equation 

(3.4) x = \Tx + (1 - A) AT 

belong to dto. 

To this end assume the contrary. Thus, let x be a solution of (3.4) on dto. Then 
there exists a £ G [a, b] such that the function 

(3.5) g(t) = \x(t)\2-v2(t), tel 

assumes its maximum value, which is zero, for t = £. Then, if £ G (a, b), we have the 

relations 

(3.6) KO|=¥>(0, 
(3.7) <*(0,*'(0>=v(Ov'(0 

and 

(3.8) L = (x(0,x"(Q) + | x ' ( 0 f - f'(02 ~ V(0¥>"(0 < 0. 



Now assume that x is a solution of (3.4). Then by (3.3), (3.6) and (3.7) we obtain 

L = -\(x(OJ(t,x(S),x[a(t)])) + (1 - \)K\x(0\2 

+ \*'it)?-*'it)2-<P(Q<P"(Q 

^ (i - A)[A>(02 - *(0v>"(0] + K ( 0 I 2 - </>'(02 

^ ( I - A M O [ A > ( 0 - ^ ( 0 ] , 

since | x ; ( 0 | 2 - ^ ( 0 2 = \x'(0\2-ihX'{?2' > 0, by the Cauchy-Schwarz inequality. 
\ X U ) \ 

Consequently L > 0, A G [0,1), since K > ^ v , £ G (a,b), contradicting (3.8). 
Next we show that f ^ a. If £ = a then the following must hold: 

g(a) = 0 and g'(a) ^ 0. 

Then \x(a)\ = <D(a) and — |#'(a)| ^ </?'(a). But, by the first boundary condition, we 

have 

l a i l l a ^ a J l ^ ^ ^ a J l + laoll^a)!. 

Hence 

- | a i | ^ ' ( a ) ^ |ai(a)| + |a0|<p(a), if ax ^ 0 

|a0 |^(a) ^ |gi(a)|, if a i = 0, 

which contradicts (3.1). Therefore ( 7 - a as required. 

Finally, we show that £ ^ b. If, on the contrary, we assume that £ = b, then 

g(b) = 0 and g'(b) ^ 0 

imply 

|rr(6)| =<p(b) and cD'(b) ^ |;v'(b)|. 

From the second boundary condition we obtain 

\Pi\\x'(b)\^\q2(b)\ + \Po\\x(b)\. 

Hence 

or 

l / W ( & K M & ) | + IA)|¥>(&), 'f A?-o 

ІÄ)ІV(Ь) ^ |gг(6)|, i f A = 0 , 



contradicting (3.2). 
Hence, by Lemma 1, the operator T has a fixed point in Q or, otherwise, there 

exists a solution x of the B.V.P. (Ei)-(BC) such that 

\x(t)\ <¥>(*), tei, 

completing the proof of the theorem. • 

The next Theorem 3.2 gives an analogous result for the B.V.P. (E2)-(BC). Under 
appropriate conditions we can obtain solutions x of the B.V.P. (E2)-(BC) which, as 
in the previous theorem, are bounded by a function <D and, moreover, the derivative 
of x is bounded by an a priori given constant. 

Theorem 3.2. Assume that <p: I —•> (0, oo) is a function satisfying the conditions 

(3.1) and (3.2). Also, assume that 

(3.9) <p(t)<p"(t) + (x(t),f(t, x(t),x [a(tj\, x'(t), x' [g(tj\) ) < 0 

for any x G Bx with \x(t)\ = <p(t) and (x(t),x'(t)) = \x(t)\(p'(t), t G I. 
Moreover, for any (t,u,u\,...,uk,v, v\,... ,um) G I x ([Rn)/c+m+2

 with |u| ^ (D(t) 

and |ui| ^ </?(o~i(£))> i = 1,2,..., fc, when Oi(£) G I, there are r and \i in { 0 , 1 , . . . ,777} 

with ijo = v such that 

(3.10) (u, f(t,u,ui,... ,uk,v,vi,... ,Vm)) ^ a|7;r|
2 F/3, 

(3.11) \(v, f(t,u,ui,... ,uk,v,vi,... ,Vm))\ ^ (a'|*v|2 + 7 ) K I + 7'M 

where the positive numbers a, /?, a', 7 ,7 ' are such that 

a < 1 and a' < —(1 - a) 2 , d = sup<D(t). 
8a tei 

Then the B.V.P. (E2)-(BC) has at least one solution such that 

\x(t)\ ^(D(i), tei 

and 

\x'(t)\ ^g, t e i 

where g is an appropriate constant non depending on x\l. 

P r o o f . For a positive constant K such that K > max ¥^Q and for arbitrary 

AG (0,1) we consider the equation 

(3.12) x"(t) + \f(t,x(t),x[a(t)],x'(t),x'[g(t)]) = (l-\)Kx(t)^ 

10 



First of all we shall prove, by using Lemma 2.2, that there exists a constant M 

such that for every A E (0,1) and every solution of (3.12) we have \x'(t)\ ^ M, t E I. 
Indeed, let x be a solution of (3.12). Then, taking into account (3.10), we get 

-(x(t),x"(t)) = \(x(t),f(t,x(t),x[cr(t)],x'(t),x[g(t)])) - (1 - \)K\x(t)\2 

<, \a\x'(gT(t))\2 + \(3 

<a\x'(gT(t))\2+(l. 

Also, by (3.11), using the same argument we obtain 

\(x'(t),x"(t))\ ^ (a'\x'(9ll(t))\
2 +1)\x'(gll(t))\+1'\x'(t)\ + Kd\x'(t)\ 

<(a'|x'(^(«))r+7)|*'(s,.('))|+;y|a:'(t)| 

with 7 = 7' + Kd. 
Thus, by Lemma 2.2, there exists M such that 

\x'(t)\ < M , tei. 

Now, we define operators T and A as in the proof of Theorem 3.1 (with / in the 
place of / ) and we let Hi be an open subset of B\ given by 

nx = {x eBx: \x(t)\ < <p(t) and |x'(*)| < M + 1, tei). 

We observe that T is a compact operator defined on B\ with values in B\. 
Next, for an arbitrary A E (0,1) we suppose that a: is a solution of the equation 

(3.4). Then, the following situation occurs: 

The equation (3.12) has a solution x satisfying the boundary conditions (BC) and 
either there exists £ E (a,b) such that the function g(t) = \x(t)\ — <p2(t) assumes its 
maximum value 0 at t = £ (since £ 7-= a and £ ^ b by (3.1) and (3.2)) or there exists 
£1 E [a,b] such that |x'(£i)| = M + 1. As we have proved in Theorem 3.1 the first 
of these two cases leads to a contradiction. But, since x is a solution of (3.12) for 
some A E (0,1), the computation following (3.12) shows that \x'(t)\ ^ M and hence 
\x'(t)\ < M + 1 for every t E [a, b]. Consequently, the second case cannot occur, 
either. 

Hence no solutions of the equation (3.4) belong in dUi and so, by Lemma 2.1, the 
equation x = Tx has at least one solution in dfli. Namely, there exists a solution x 
of the B.V.P. (E2)-(BC) such that 

\x(t)\ ^ <p(t) and |x'(*)| ^ D, t E I 

with g = M + 1. Thus the proof of the theorem is complete. • 

11 



R e m a r k 3 .3 . It is obvious from the proof of Theorem 3.1 tha t the conditions 

(1.2) on the constants cv?-, /3?, l = 0 , 1 , are suggested because of the choice of the 

operator A. More precisely, the conditions (1.2) are such tha t the B.V.P. (*) which 

follows as an equivalent to the equation z = Az, z G C2(I , (R'L), has the zero solu

tion as its unique solution. Clearly, a different choice of the operator A implies a 

modification on these conditions. 

4. S M O O T H SOLUTIONS 

The first derivatives of solutions of B.V.P. (E;) - (BC), i = 1,2 have in general 

discontinuities at the ends a and b of the interval I. This occurs because the equations 

(E;), 2 = 1,2 are equations with deviating arguments. If we have x'(a — 0) = x'(a + 0) 

and x'(b — 0) -= x'(b + 0) (in addition to the obvious relations x(a — 0) = x(a + 0) 

and x(b — 0) = x(b + 0)) then this solution x is called a smooth solution for the 

B.V.P. (E i ) - (BC) , i = 1,2, otherwise it is called a non-smooth solution. Usually, for 

boundary value problems involving equations with deviating arguments smoothness 

of solutions at the points a and b is not required. Therefore it is interesting to 

examine when a B.V.P. with deviating arguments lias smooth solutions. 

For a discussion concerning such problems we refer to our recent paper [6] and the 

references given therein. 

In the following we give a result in this direction for the B.V.P. (E; ) - (BC) , i = 1.2. 

To this end it is necessary to introduce the following definition. 

Def in i t ion 4 .1 . i) A function x is called a smooth solution of the B.V.P. ( E i ) -

(BC) (resp. (E 2 ) - (BC)) if x G CY(J, Rn) n C2(J, Un) (resp. x G CX(J, (FT) and .r is 

piecewise twice differentiable on I) and satisfies the equation (Ei) (resp. (E2)) for 

t G I and the boundary conditions (BC) for t G E(a) U E(b) (resp. t G E(a) U E(b)). 

ii) A function x is called a left-side smooth solution of B.V.P. (E i ) - (BC) 

(resp. (E2)-(BC)) if 

.7; G C(J, un) n C1 ([a0, &], Rn) n C1 (E (a). un) n C2(J, Rn) 

(resp. x G C(J , IRn) n C 1 ([a,b], Un) n C 1 (F (a) , U") and x is piecewise twice differ

entiable on I) and satisfies the equation (Ei) (resp. (E2)) for t G I and the boundary 

conditions (BC) for t G E(a) U E(b) (resp. t G E(a) U E (b)). 

hi) A function x is called a right-side smooth solution of B.V.P. (E i ) - (BC) 

(resp. (E 2 ) - (BC)) if 

x G C(J, Rn) n C1 (E(a), Rn) n C1 ([a, b0], U
n) n C2(I, Un) 

12 



(resp. x G C(J, Un) n C1 (E(a), Un) n C1 ([a, b], Rn) and x is piecewise twice differ-
entiable on I) and satisfies the equation (Ei) (resp. (E2)) for t G I and the boundary 
conditions (BC) for t G E(a) U E(b) (resp. t G E(a) U E(b)). 

In the sequel we consider the space C*(J, (Rn) (resp. Cl(J, Un)) endowed with the 
norm 

llxll = max \x(t)\ 
teJ ' ' 

(resp. ||x|| = max | max |rr(£)|, max \x'(t)\ \). 
V I tej teJ j J 

The main result in this section is the following: 

Theorem 4.2. Assume that the hypotheses of Theorem 3.1 (resp. 3.2) are satis
fied. Then, if on ^ 0 7- fa the B.V.P. (Ei)-(BC) (resp. (E2)-(BC), has at least one 
smooth solution x such that 

\x(t)\ ^ <p(t), t G I 

(resp. \x(t)\ ^ ip(t) and \x'(t)\ ^ O, t G / , where g is an appropriate constant not 

dep en ding on x \ I). 

P r o o f . The proof can proceed along the established lines of reasoning of the 
proof of Theorem 3.1 (resp. 3.2). So, we omit the details. It is noteworthy that the 
restriction o;i ^ 0 ^ /3i guarantees that 

(Tx)'(a-0) = (Tx)'(a + 0) 

and 
(Tx)'(b-0) = (Tx)'(b + 0). 

• 
As an immediate consequence of the above theorem we have the following corollary, 

which concerns left or right-side smooth solutions. 

Corollary 4 .3. Assume that the hypotheses of Theorem 3.1 (resp. 3.2) are satis
fied. Then, if'ax / 0 the B.V.P. (Ei)-(BC) (resp. (E2)-(BC)j has at least one left

side smooth solution satisfying the conclusion of Theorem 4.2. Similarly, if Pi / 0 
the B.V.P. (Ei)-(BC) (resp. (E2)-(BC)j iias at least one right-side smooth solution. 

Examples of B.V.P. which have smooth or non-smooth solutions were given in [6]. 

13 



5 . APPLICATIONS 

For a given B.V.P. of the form (E*)-(BC) i = 1,2, it is important to know about the 
existence of functions <p for which the B.V.P. has a solution x such that \x(t)\ ^ <p(t), 

t e I. Much more, we are interested in more information about the properties of ip 

or about the formula for <D. Since the conditions on (p appearing in Theorems 3.1 and 
3.2 are rather complicated, this can be done only for special cases of the equation 
( E 0 , i = l ,2. 

Here we suppose that h: I -> J is a so called (see1 [8]) involution mapping. That 
is, h is different from the identity mapping and such that 

h(h(t)) = r, tel. 

Now, we cr insider the vector linear equation 

(L) x"(t) + p(t)x(t) + q(t)x(h(t)) + r(t)x'(t) + s(t) = 0 , tel 

where p, q and r are continuous real valued functions defined on I and s: I —•> Un is 
also a continuous function. 

Since Range (h) C I , the boundary conditions (BC) yield the boundary conditions 

(be) a0x(a) + aix'(a) = 71, 

/hx(b) + (3lx'(b)=y2 

where o^, ft, i = 0,1 are real constants satisfying the conditions (1.1), (1.2) and 71, 
72 are constants in Rn. 

We set P — supp(t), Q = supg(£), R = supr(l), S = sup \s(t)\ and formulate the 
tei tei tei tei 

next proposition. 

Proposition 5.1. If there exist real constants m, n with n ^ P, m ^ max{Q. 
R,S}, such that the inequality 

(5.1) <D / /( l)+n(D( l)+ m(|(D ' (r) | + <p{h(t)) + l ) ^ 0 

has a strictly positive solution p such that 

(5.2) - > o b ( a ) - | a i | ^ ( a ) > |7i|, if «i # 0, 

|a0|<^(a) > |7i|, if ai = 0 
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and 

(5.3) -\Po\<p(b) + \Pi\<p'(b) > |7 2 | , if 0i * 0, 

|A)W>) > l72|, i f / ? i = 0 

then the B.V.P. (L)-(bc) has at least one solution x such that 

\x(t)\ ^<p(t), tel. 

Moreover, there exists a real constant g, nondepending on x, such that 

\x'(t)\ <:Q, tel. 

P r o o f . It is enough to check the conditions of Theorem 3.2 for the function 

f(t,u,w,v) = p(t)u + q(t)w + r(t)v + s(t), (t,u,w,v) G I x (R3. 

Indeed, for every x G Bx with \x(t)\ = (p(t) and (x(t),x'(t)) = \x(t)\(p'(t), t G I, 

we have 

(x(t),f(t, x(t), x(h(t)), x'(t))) = p(t)\x(t)\2 + q(t)(x(t), x(h(t))) 

+ r(t)(x(t),x'(t)) + (x(t),s(t)) 

^n\x(t)\2 +m\x(t)\\x(h(t))\ 

+ m\x(t)\\(fi'(t)\+m\x(t)\ 

= wp2(t) + m>p(t)ip(h(t)) + mip(t)\<p'(t)\ + m<p(t) 

= ip(t)[tup(t)+m(ip(h(t)) + \<p'(t)\ + 1)]. 

This relation together with (5.1) implies condition (3.9). 
Moreover, for every (t,u,w,v) G I x Un with \u\ ^ <p(t) and \w\ ^ <p(h(t)) we have 

(u, f(t, u, w, v)) = p(t)u2 + q(t)(u, w) + r(t)(u, v) + (u, s(t)) 

< P<p2(t) + Q(p(t)(p(h(t)) + R<p(t)\v\ + S<p(t) 

^A + B\v\ 

where A = (P + Q)d2 + dS and B = Rd, d = sup (p(t). 
tei 

Now, we observe that if \v\ ^ 1, then we have 

A + B\v\ ^ A + B\v\2 
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and hence the relation (3.10) is satisfied. 
If |u| < 1, then, for every B\ ^ 0, we have 

A + B\v\ = A + BM2 + B\v\ - Bx\v\* < A + B + B^vf. 

Hence the relation (3.10) is satisfied in any case. 
Prom the relation (3.H) we have 

\(v,f(t,u,w,v))\ = \p(t)\\(v,u)\ + \q(t)\\(v,w)\ + \r(t)\\v\2 + \(v,s(t))\ 

^\P\d\v\ + \Q\d\v\ + \R\\v\2 + S\v\ 

^(\P\d+\Q\d + S)\v\ + \R\\v\2. 

We again consider two cases. 

If H ^ 1 then, obviously, 

\(vj(t,u,w,v))\ ^ (\P\d+\Q\d+S)\v\ + \R\\v\\ 

i.e. we take (3.11). 
If \v\ < 1, we get 

\(vJ(t,u,w,v))\^d\v\ + \R\\v{2 

= Cl\v\ + \R\\v\'2 + N\v\3 -N\v\3 

^ ( C i + | I? |+N |v | 2 ) |u | 

for every IV ̂  0, where C\ — \p\d + \Q\d + S. Hence, we have again (3.11). 
We can assume that the conditions a < 1 and a' < -£-(1 — a)2 appearing in 

Theorem 3.2 are fulfilled for an appropriate choice of the constants which are involved 
in the expressions for a and a''. 

Thus, the proof of the proposition is complete. • 

Example 5.2. We give an example of a B.V.P. which involves a differential 
equation with reflection of the arguments, which is a particular case of a functional 
differential equation whose arguments are involutions. Such equations have applica
tions in the study of differential-difference equations. B.V.P. for such equations were 
studied for the first time by Wiener and Aftabizadeh in [10]. 

More precisely, we consider the B.V.P. 

(Lr) x"(t) + p(t)x(t) + q(t)x(-t) + r(t)x'(t) + s(t) = 0, t E [-1,1], 

(bc)r a 0 x ( - l ) + aix'(-l) = 71, 

f30x(l) + (3lx'(l)=r2 
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where the functions p, G, r and s are as in equation (L) and such that 

(*) 2n + 5m + 2 ^ 0. 

In order to apply Proposition 5A we must prove that inequality (5A) has a strictly 

positive solution satisfying (5.2) and (5.3). It is easy to check that the function 

ip(t) = t2 + 1, t G [— 1,1] is a solution of the inequality (5.1) (with h(t) = —t) because 

of (*). Thus, if we assume that the constants ao, a i , /3o, fi\ are such that 

- 2 | a 0 | + 2|ai | > | 7 i | if a i # 0, 

2|a0 | > |7i| if a i = 0 

and 

-2| /30 | + 2 | / 3 1 | > | 72 | i f /3 i^0 , 

2|/30| > | 7 2 | if Pi =0 

then the B.V.P. (L r)-(bc) r has at least one solution x such that 

\x(t)\ <c<p(t) = t2 + i, te [-1,1]. 
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