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Abstract. It is proved that a Köthe sequence space is weakly orthogonal if and only if it is order continuous. Criteria for weak property $(\beta)$ in Orlicz sequence spaces in the case of the Luxemburg norm as well as the Orlicz norm are given.
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## 1. Introduction

Let $(X,\|\cdot\|)$ be a real Banach space and $B(X)(S(X))$ the closed unit ball (the unit sphere) of $X$, respectively. For any subset $A$ of $X$, by $\operatorname{conv}(A)(\overline{\operatorname{conv}}(A))$ we denote the convex hull (the closed convex hull) of $A$. Denote by $\mathbb{N}$ and $\mathbb{R}$ the sets of natural and real numbers, respectively.

Rolewicz [18] introduced the notion of property $(\beta)$, which can be formulated equivalently as follows:
for every $\varepsilon>0$ there exists $\delta \in(0,1)$ such that for each element $x \in B(X)$ and each sequence $\left(x_{n}\right)$ in $B(X)$ with $\operatorname{sep}\left(x_{n}\right) \geqslant \varepsilon$ there is an index $k$ for which

$$
\left\|\frac{x+x_{k}}{2}\right\| \leqslant 1-\delta,
$$

where $\operatorname{sep}\left(x_{n}\right)=\inf \left\{\left\|x_{n}-x_{m}\right\|: n \neq m\right\}$ (see [12]).

[^0]We say that a Banach space $X$ has the weak property $(\beta)$ if there is a number $\delta>0$ such that for any $x \in S(X)$ and any weakly null sequence $\left(x_{n}\right)$ in $B(X)$ there exists $k \in \mathbb{N}$ such that

$$
\left\|\frac{x+x_{k}}{2}\right\| \leqslant 1-\delta .
$$

Let us say that a Banach space $X$ has the weak Banach-Saks property whenever, given $\left(x_{n}\right)$ in $X$ such that $x_{n} \rightarrow 0$ weakly, there exists a subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$ such that

$$
\sum_{k=1}^{j} \frac{x_{n_{k}}}{j} \longrightarrow 0
$$

in norm.
A Banach space $X$ is said to be weakly orthogonal if every weakly null sequence $\left(x_{n}\right)$ in $X$ satisfies

$$
\lim _{n \rightarrow \infty}\left|\left\|x_{n}+x\right\|-\left\|x_{n}-x\right\|\right|=0
$$

for any $x \in S(X)$.
Recall that the characteristic of convexity is the infimum of those $\varepsilon \in(0,2]$ that $\delta_{X}(\varepsilon)>0$. Here $\delta_{X}(\varepsilon)$ denotes the modulus of convexity of $X$ (see [2] and [14]).

Falset [3] showed that if $X$ is weakly orthogonal and its characteristic of convexity is strongly less than 2 (i.e. $X$ is uniformly nonsquare), then $X$ has the fixed point property.

Kottman [10] defined for any Banach space $X$ its packing constant $\Lambda(X)$ by

$$
\begin{aligned}
\Lambda(X)=\sup \left\{r>0: \exists\left(x_{n}\right) \subset B(X)\right. \text { s.t. } & \left\|x_{m}-x_{n}\right\| \geqslant 2 r \text { for } m \neq n \\
& \text { and } \left.\bigcup_{n=1}^{\infty} B_{X}\left(x_{n}, r\right) \subset B(X)\right\}
\end{aligned}
$$

under the convention $\sup \{\emptyset\}=0$, where $B_{X}\left(x_{n}, r\right)=\left\{y \in X:\left\|x_{n}-y\right\| \leqslant r\right\}$. He also showed that

$$
\Lambda(X)=\frac{D(X)}{2+D(X)}
$$

where

$$
D(X)=\sup _{\left(x_{n}\right) \subset S(X)} \inf _{m \neq n}\left\|x_{m}-x_{n}\right\|
$$

Let $l^{0}$ be the space of all real sequences. A Banach space $(X,\|\cdot\|)$ is said to be a Köthe sequence space (or a Banach sequence lattice) if $X$ is a subspace of $l^{0}$ that contains an element $x$ with $x(i) \neq 0$ for all $i \in \mathbb{N}$ and it is an ideal, i.e. if $x \in X$,
$y \in l^{0}$ and $|y(i)| \leqslant|x(i)|$ for every $i \in \mathbb{N}$, then $y \in X$ and $\|y\| \leqslant\|x\|$ (see [9] and [14]).

Recall that an element $x$ of a Köthe sequence space $X$ is said to be order continuous if for any sequence $\left(x_{n}\right)$ in $X$ such that $0 \swarrow x_{n} \leqslant|x|$, we have $\left\|x_{n}\right\| \rightarrow 0$.

It is easy to see that an element $x$ of a Köthe sequence space $X$ is order continuous iff

$$
\tau(x)=\lim _{n \rightarrow \infty}\left\|\sum_{i=n}^{\infty} x(i) e_{i}\right\|=0
$$

Denote by $X_{a}$ the set of all order continuous elements of $X$. If $X=X_{a}$, we say that $X$ is order continuous (OC for short), (see [9] and [14]).

A Köthe sequence space $X$ is said to be semi-order continuous (SOC for short) if for any sequence $\left(x_{n}\right)$ and $x$ in $X$ we have $\left\|x_{n}\right\| \nearrow\|x\|$ whenever $0 \leqslant x_{n} \nearrow x$.

It is well known that every linear continuous functional $f$ over a Köthe sequence space $X$ can be uniquely decomposed into the form $f=g+\varphi$, where $g=(g(i))$ belongs to the Köthe dual $X^{\prime}$ of $X$, it is identified with the linear functional defined by

$$
\langle x, g\rangle=\sum_{i=1}^{\infty} g(i) x(i)
$$

for every $x \in X$, and $\varphi$ is a linear singular functional, i.e. $\varphi$ vanishes on $X_{a}$ (see [9]).
A map $\Phi: \mathbb{R} \rightarrow[0, \infty)$ is said to be an Orlicz function if $\Phi$ is vanishing only at 0 , even and convex. We say an Orlicz function $\Phi$ is an $N$-function if

$$
\lim _{u \rightarrow 0} \frac{\Phi(u)}{u}=0 \quad \text { and } \quad \lim _{u \rightarrow \infty} \frac{\Phi(u)}{u}=\infty
$$

The Orlicz sequence space $l_{\Phi}$ is defined by the formula

$$
l_{\Phi}=\left\{x \in l^{0}: I_{\Phi}(c x)=\sum_{i=1}^{\infty} \Phi(c x(i))<\infty \quad \text { for some } c>0\right\}
$$

We endow this space with the Luxemburg norm

$$
\|x\|=\inf \left\{\varepsilon>0: I_{\Phi}\left(\frac{x}{\varepsilon}\right) \leqslant 1\right\}
$$

or with an equivalent one

$$
\|x\|_{0}=\inf _{k>0} \frac{1}{k}\left(1+I_{\Phi}(k x)\right),
$$

called the Orlicz norm or the Amemiya norm.

To simplify notation, we put $l_{\Phi}=\left(l_{\Phi},\|\cdot\|\right)$ and $l_{\Phi}^{0}=\left(l_{\Phi}^{0},\|\cdot\|_{0}\right)$. For every Orlicz function $\Phi$ we define a function $\Psi: \mathbb{R} \longrightarrow[0, \infty)$, complementary to $\Phi$ in the sense of Young, by the formula

$$
\Psi(v)=\sup _{u>0}\{u|v|-\Phi(u)\} .
$$

It is well known that $\Psi$ is also an Orlicz function whenever $\Phi$ is an $N$-function.
We say an Orlicz function $\Phi$ satisfies the $\delta_{2}$-condition ( $\Phi \in \delta_{2}$ for short) if there exist constants $k \geqslant 2$ and $u_{0}>0$ such that

$$
\Phi(2 u) \leqslant k \Phi(u)
$$

for every $u \in \mathbb{R}$ with $|u| \leqslant u_{0}$.
For more details on Orlicz functions and Orlicz spaces we refer to [1], [11], [15], [16] and [17].

## 2. Results

We begin with some general results.
Theorem 1. A Köthe sequence space $X$ is weakly orthogonal if and only if it is order continuous.

Proof. Necessity. If $X$ is not order continuous, then $X_{a}$ is a closed proper subspace of $X$. By Riesz's Lemma, for any $\theta \in(0,1)$ there is $x_{\theta} \in S(X)$ such that $\left\|x_{\theta}-x\right\| \geqslant \theta$ for any $x \in X_{a}$. Take a sequence $\left(n_{i}\right)$ of natural numbers such that $n_{i} \uparrow \infty$ and

$$
\left\|\sum_{j=n_{i}+1}^{n_{i+1}} x_{\theta}(j) e_{j}\right\| \geqslant\left(1-\frac{1}{i}\right) \theta
$$

where $\theta \in\left(\frac{2}{3}, 1\right)$. Then, setting

$$
x_{i}=\sum_{j=n_{i}+1}^{n_{i+1}} x_{\theta}(j) e_{j}
$$

for $i=1,2, \ldots$, we immediately get

$$
\begin{equation*}
\left(1-\frac{1}{i}\right) \theta \leqslant\left\|x_{i}\right\| \leqslant 1 \tag{1}
\end{equation*}
$$

for $i=1,2, \ldots$ Moreover,

$$
\begin{equation*}
x_{i} \rightarrow 0 \text { weakly as } i \rightarrow \infty \tag{2}
\end{equation*}
$$

Really, it is easy to see that for any $f=g+\varphi \in X^{*}$ with $g \in X^{\prime}$ (the Köthe dual of $X$ ) and $\varphi \in\left(X_{a}\right)^{\perp}$, we have $\left\langle x_{i}, f\right\rangle=\left\langle x_{i}, g\right\rangle$. Since $\sum_{j=1}^{\infty} x_{\theta}(j) g(j)<\infty$, we get

$$
\left\langle x_{i}, g\right\rangle=\sum_{j=n_{i}+1}^{n_{i+1}} x_{\theta}(j) g(j) \rightarrow 0 \text { as } i \rightarrow \infty
$$

Moreover, by (1) we have

$$
\left\|x_{\theta}+x_{i}\right\| \geqslant 2\left\|x_{i}\right\| \geqslant 2\left(1-\frac{1}{i}\right) \theta
$$

for $i=1,2, \ldots$. However, $\left\|x_{\theta}-x_{i}\right\| \leqslant 1$, so by

$$
2\left(1-\frac{1}{i}\right) \theta>\frac{4}{3}\left(1-\frac{1}{i}\right) \longrightarrow \frac{4}{3}
$$

we have

$$
\lim _{i \rightarrow \infty}\left|\left\|x_{\theta}+x_{i}\right\|-\left\|x_{\theta}-x_{i}\right\|\right| \geqslant \frac{1}{3}
$$

i.e. $X$ is not weakly orthogonal.

Sufficiency. For any $\varepsilon>0$, any $x \in S(X)$ and any weakly null sequence $\left(x_{n}\right)$ in $X$, there are $i_{0}$ and $n_{0} \in \mathbb{N}$ such that

$$
\left\|\sum_{i=i_{0}+1}^{\infty} x(i) e_{i}\right\|<\frac{\varepsilon}{4} \text { and }\left\|\sum_{i=1}^{i_{0}} x_{n}(i) e_{i}\right\|<\frac{\varepsilon}{4}
$$

for $n \geqslant n_{0}$. Put

$$
\bar{x}_{n}=\sum_{i=1}^{i_{0}} x(i) e_{i}+\sum_{i=i_{0}+1}^{\infty} x_{n}(i) e_{i} \text { and } \bar{y}_{n}=\sum_{i=1}^{i_{0}} x(i) e_{i}-\sum_{i=i_{0}+1}^{\infty} x_{n}(i) e_{i}
$$

for $n=1,2, \ldots$ Then $\left\|\bar{x}_{n}\right\|=\left\|\bar{y}_{n}\right\|$ for every $n \in \mathbb{N}$ and

$$
\begin{aligned}
\left\|\left(x+x_{n}\right)-\bar{x}_{n}\right\| & =\left\|\sum_{i=1}^{i_{0}} x_{n}(i) e_{i}+\sum_{i=i_{0}+1}^{\infty} x(i) e_{i}\right\| \\
& \leqslant\left\|\sum_{i=1}^{i_{0}} x_{n}(i) e_{i}\right\|+\left\|\sum_{i=i_{0}+1}^{\infty} x(i) e_{i}\right\| \leqslant \frac{\varepsilon}{4}+\frac{\varepsilon}{4}=\frac{\varepsilon}{2}
\end{aligned}
$$

for $n \geqslant n_{0}$. Moreover,

$$
\begin{aligned}
\left\|\left(x-x_{n}\right)-\bar{y}_{n}\right\| & =\left\|\sum_{i=i_{0}+1}^{\infty} x(i) e_{i}-\sum_{i=1}^{i_{0}} x_{n}(i) e_{i}\right\| \\
& \leqslant\left\|\sum_{i=1}^{i_{0}} x_{n}(i) e_{i}\right\|+\left\|\sum_{i=i_{0}+1}^{\infty} x(i) e_{i}\right\| \leqslant \frac{\varepsilon}{4}+\frac{\varepsilon}{4}=\frac{\varepsilon}{2}
\end{aligned}
$$

for $n \geqslant n_{0}$. Hence, we have

$$
\begin{aligned}
\left|\left\|x+x_{n}\right\|-\left\|x-x_{n}\right\|\right| & =\left|\left\|x+x_{n}\right\|-\left\|\bar{x}_{n}\right\|+\left\|x-x_{n}\right\|-\left\|\bar{y}_{n}\right\|\right| \\
& \leqslant\left|\left\|x+x_{n}\right\|-\left\|\bar{x}_{n}\right\|\right|+\left|\left\|x-x_{n}\right\|-\left\|\bar{y}_{n}\right\|\right| \\
& \leqslant \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

for $n \geqslant n_{0}$. This means that $\lim _{n \rightarrow \infty}\left|\left\|x+x_{n}\right\|-\left\|x-x_{n}\right\|\right|=0$.
Corollary 1. Orlicz sequence spaces $l_{\Phi}$ equipped with the Luxemburg norm or with the Orlicz norm are weakly orthogonal if and only if $\Phi \in \delta_{2}$.

Proof. Since $\mathbf{O C}$ of $l_{\Phi}$ and $l_{\Phi}^{0}$ is equivalent to $\Phi \in \delta_{2}$, the corollary follows immediately by Theorem 1.

Theorem 2. Any Banach lattice that is SOC and has the weak property $(\beta)$ is OC.

Proof. Assume to the contrary that $X$ is not $\mathbf{O C}$. Then $X$ contains an almost isometric order copy of $l_{\infty}$ (see [7]). Therefore, we only need to notice that $l_{\infty}$ has not the weak property $(\beta)$. Indeed, define

$$
x=(1, \ldots, 1, \ldots) \quad \text { and } \quad x_{n}=(0, \ldots, 0,1,0, \ldots) .
$$

Obviously,

$$
\|x\|=\left\|x_{n}\right\|=\left\|\frac{1}{2}\left(x+x_{n}\right)\right\|=1
$$

for any $n \in \mathbb{N}$. So we only need to show that $x_{n} \rightarrow 0$ weakly. Since $\sum_{n=1}^{k} x_{n} \leqslant x$ for every $k \in \mathbb{N}$, we get for any positive $x^{*} \in\left(l_{\infty}\right)^{*}$,

$$
\sum_{n=1}^{k}\left\langle x_{n}, x^{*}\right\rangle=\left\langle\sum_{n=1}^{k} x_{n}, x^{*}\right\rangle \leqslant\left\langle x, x^{*}\right\rangle<\infty .
$$

Consequently, $\left\langle x_{n}, x^{*}\right\rangle \rightarrow 0$ as $n \rightarrow \infty$. Since any $x^{*} \in\left(l_{\infty}\right)^{*}$ is a difference of two positive linear continuous functionals, we get that $x_{n} \rightarrow 0$ weakly.

Corollary 2. Each Köthe sequence space with the weak property $(\beta)$ is weakly orthogonal.

Proof. This follows by the fact that the weak property $(\beta)$ implies OC and by Theorem 1.

Proposition 1. If $\Phi \in \delta_{2}$, then for each $\varepsilon>0$, each $x \in S\left(l_{\Phi}\right)$ and each weakly null sequence $\left(x_{n}\right)$ in $B\left(l_{\Phi}\right)$ there is $n_{0} \in \mathbb{N}$ such that

$$
\left\|x+x_{n}\right\|<D\left(l_{\Phi}\right)+\varepsilon \text { for } n \geqslant n_{0}
$$

where

$$
D\left(l_{\Phi}\right)=\sup \left\{c_{z}>0: \sum_{i=1}^{n} \Phi\left(\frac{z(i)}{c_{z}}\right)=\frac{1}{2}, \quad \sum_{i=1}^{n} \Phi(z(i))=1, \quad n=1,2, \ldots\right\} .
$$

Proof. By $\Phi \in \delta_{2}$, for any $\varepsilon>0$ there is $\delta>0$ such that

$$
\left|I_{\Phi}(x+y)-I_{\Phi}(x)\right|<\varepsilon
$$

whenever $I_{\Phi}(x) \leqslant 1$ and $I_{\Phi}(y) \leqslant \delta$ (see [8]).
It is clear that $I_{\Phi}\left(\frac{x}{D\left(l_{\Phi}\right)+\varepsilon}\right)<\frac{1}{2}$ for any $x \in S\left(l_{\Phi}\right)$ and any $\varepsilon>0$. So, there is $\varepsilon_{1}>0$ such that

$$
I_{\Phi}\left(\frac{x}{D\left(l_{\Phi}\right)+\varepsilon}\right)+2 \varepsilon_{1}<\frac{1}{2} .
$$

Next, there is $\delta_{1}>0$ such that

$$
\left|I_{\Phi}(x+y)-I_{\Phi}(x)\right|<\varepsilon_{1}
$$

whenever $I_{\Phi}(x) \leqslant 1$ and $I_{\Phi}(y) \leqslant \delta_{1}$. By $\Phi \in \delta_{2}$, there is $i_{0} \in \mathbb{N}$ such that

$$
\sum_{i=i_{0}+1}^{\infty} \Phi\left(\frac{x(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right)<\delta_{1} .
$$

Since $x_{n} \rightarrow 0$ weakly, so $x_{n} \rightarrow 0$ coordinatewise, whence there is $n_{0} \in \mathbb{N}$ such that

$$
\sum_{i=1}^{i_{0}} \Phi\left(\frac{x_{n}(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right)<\delta_{1} \quad \text { for } n \geqslant n_{0}
$$

Hence

$$
\begin{aligned}
I_{\Phi}\left(\frac{x+x_{n}}{D\left(l_{\Phi}\right)+\varepsilon}\right) & =\sum_{i=1}^{\infty} \Phi\left(\frac{x(i)+x_{n}(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right) \\
& =\sum_{i=1}^{i_{0}} \Phi\left(\frac{x(i)+x_{n}(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right)+\sum_{i=i_{0}+1}^{\infty} \Phi\left(\frac{x(i)+x_{n}(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right) \\
& <\sum_{i=1}^{i_{0}} \Phi\left(\frac{x(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right)+2 \varepsilon_{1}+\sum_{i=i_{0}+1}^{\infty} \Phi\left(\frac{x_{n}(i)}{D\left(l_{\Phi}\right)+\varepsilon}\right)<\frac{1}{2}+\frac{1}{2}=1
\end{aligned}
$$

for $n \geqslant n_{0}$. Thus, $\left\|x+x_{n}\right\|<D\left(l_{\Phi}\right)+\varepsilon$ for $n \geqslant n_{0}$.
Remark 1. We do not know whether or not Proposition 1 can be formulated with $\varepsilon=0$. It is clear that if $c_{x}<D\left(l_{\Phi}\right)$, we can put $\varepsilon=0$.

Define for any Orlicz function $\Phi$

$$
p(\Phi)=\sup \left\{\lambda \geqslant 1: \Phi\left(\frac{u}{2^{1 / \lambda}}\right) \leqslant \frac{1}{2} \Phi(u), 0<u \leqslant \Phi^{-1}(1)\right\} .
$$

Then $\Psi \in \delta_{2}$ if and only if $p>1$ (see [5]).
Theorem 3. If $\Phi$ is an $N$-function, then $l_{\Phi}$ has the weak property $(\beta)$ if and only if $\Phi \in \delta_{2}$ and $\Psi \in \delta_{2}$.

Proof. Sufficiency. Since $\Psi \in \delta_{2}$, we get $p:=p(\Phi)>1$. Take $\lambda \in(0, p)$. Then for any $x \in S\left(l_{\Phi}\right)$, we have

$$
I_{\Phi}\left(\frac{x}{2^{1 / \lambda}}\right)=\sum_{i=1}^{\infty} \Phi\left(\frac{x(i)}{2^{1 / \lambda}}\right) \leqslant \frac{1}{2} \sum_{i=1}^{\infty} \Phi(x(i))=\frac{1}{2} .
$$

Hence, $D\left(l_{\Phi}\right) \leqslant 2^{\frac{1}{p}}<2$. In virtue of Proposition 1 with $\varepsilon>0$ so small that $D\left(l_{\Phi}\right)+\varepsilon<2$, we get that $l_{\Phi}$ has the weak property $(\beta)$.

Necessity. By Corollaries 1 and 2 , we only need to prove that $\Psi \in \delta_{2}$. If $\Psi \notin \delta_{2}$, there is a sequence $u_{n} \searrow 0$ such that

$$
\Phi\left(\frac{u_{n}}{2}\right) \geqslant \frac{1}{2}\left(1-\frac{1}{2^{n}}\right) \Phi\left(u_{n}\right)
$$

for $n=1,2, \ldots$ Passing to a subsequence of $\left(u_{n}\right)$ if necessary, we may assume that there is a sequence $\left(N_{n}\right)$ of natural numbers such that

$$
\left(1-\frac{1}{2^{n}}\right) \leqslant N_{n} \Phi\left(u_{n}\right) \leqslant 1
$$

for $n=1,2, \ldots$ Put

$$
\begin{aligned}
& x_{1, n}=(\overbrace{u_{n}, u_{n}, \ldots, u_{n}}^{N_{n}}, 0,0, \ldots), \\
& x_{2, n}=(\overbrace{0,0, \ldots, 0}^{N_{n}}, \overbrace{u_{n}, u_{n}, \ldots, u_{n}}^{N_{n}}, 0,0, \ldots), \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \\
& x_{m, n}=(\overbrace{0,0, \ldots, 0}^{(m-1) N_{n}}, \overbrace{u_{n}, u_{n}, \ldots, u_{n}}^{N_{n}}, 0,0, \ldots) .
\end{aligned}
$$

Then we can easily prove that

$$
\left(1-\frac{1}{2^{m}}\right) \leqslant\left\|x_{m, n}\right\| \leqslant 1
$$

for $m=1,2, \ldots$ Moreover, $x_{m, n} \rightarrow 0$ weakly as $m \rightarrow \infty$.
In fact, we can assume by Corollaries 1 and 2 that $\Phi \in \delta_{2}$, whence it follows that $\left(l_{\Phi}^{0}\right)^{*}=l_{\Psi}$. Let $y \in l_{\Psi}$ and $\lambda_{0}>0$ be such that $I_{\Psi}\left(\lambda_{0} y\right)<\infty$. Take any $\varepsilon>0$. Since $I_{\Phi}\left(\lambda x_{m, n}\right)=I_{\Phi}\left(\lambda x_{1, n}\right)$ for every $\lambda>0$ and $m \in \mathbb{N}$, by $(\Phi(u) / u) \rightarrow 0$ as $u \rightarrow 0$, a positive number $\lambda_{1}$ can be found such that

$$
\frac{1}{\lambda_{0} \lambda_{1}} I_{\Phi}\left(\lambda_{1} x_{m, n}\right)<\frac{\varepsilon}{2}
$$

for all $m \in \mathbb{N}$. Let $m_{0} \in \mathbb{N}$ be such that

$$
\frac{1}{\lambda_{0} \lambda_{1}} I_{\Psi}\left(\lambda_{0} \sum_{i>(m-1) N_{n}} y_{i} e_{i}\right)<\frac{\varepsilon}{2}
$$

for $m \geqslant m_{0}$. Then by the Young inequality,

$$
\left\langle x_{m, n}, y\right\rangle \leqslant \frac{1}{\lambda_{0} \lambda_{1}}\left(I_{\Phi}\left(\lambda_{1} x_{m, n}\right)+I_{\Psi}\left(\lambda_{0} \sum_{i>(m-1) N_{n}} y_{i} e_{i}\right)\right)<\varepsilon
$$

for $m \geqslant m_{0}$. This shows that $x_{m, n} \rightarrow 0$ weakly as $m \rightarrow \infty$ for $n=1,2, \ldots$
We also have

$$
\begin{aligned}
I_{\Phi}\left(\frac{2^{n}\left(x_{1, n}+x_{m, n}\right)}{2^{n+1}-2}\right) & =2 I_{\Phi}\left(\frac{2^{n} x_{1, n}}{2^{n+1}-2}\right) \\
& \geqslant 2 \frac{2^{n}}{2^{n}-1} I_{\Phi}\left(\frac{x_{1, n}}{2}\right)=\frac{2^{n+1}}{2^{n}-1} N_{n} \Phi\left(\frac{u_{n}}{2}\right) \\
& \geqslant \frac{2^{n+1}}{2^{n}-1} \cdot \frac{1}{2}\left(1-\frac{1}{2^{n}}\right) N_{n} \Phi\left(u_{n}\right) \geqslant 1-\frac{1}{2^{n}} .
\end{aligned}
$$

Hence

$$
\left\|x_{1, n}+x_{m, n}\right\| \geqslant 2\left(1-\frac{1}{2^{n}}\right)^{2}
$$

which means that $l_{\Phi}$ has not the weak property $(\beta)$. This shows the necessity of $\Psi \in \delta_{2}$, which completes the proof.

Theorem 4. If $\Phi$ is an $N$-function, then $l_{\Phi}^{0}$ has the weak property $(\beta)$ if and only if $\Phi \in \delta_{2}$ and $\Psi \in \delta_{2}$.

Proof. Necessity. By Corollaries 1 and 2, we have $\Phi \in \delta_{2}$. So it is enough to prove the necessity of $\Psi \in \delta_{2}$. Assume to the contrary that $\Psi \notin \delta_{2}$. Since every non-reflexive Banach sequence lattice has the packing constant equal to $\frac{1}{2}$ (see [6]), we have $D\left(l_{\Phi}^{0}\right)=2$, where $D\left(l_{\Phi}^{0}\right)$ is the constant that defines $\Lambda\left(l_{\Phi}^{0}\right)$. It is known that

$$
D\left(l_{\Phi}^{0}\right)=\sup \left\{\inf \left\{c_{x, k}>0: I_{\Phi}\left(\frac{k x}{c_{x, k}}\right)=\frac{k-1}{2}, k>1\right\}: x \in S\left(l_{\Phi}^{0}\right)\right\}
$$

(see [19] and [20]). For any $\varepsilon>0$ there is $x_{0} \in S\left(l_{\Phi}^{0}\right)$ such that

$$
\inf \left\{c_{x_{0}, k}>0: I_{\Phi}\left(\frac{k x_{0}}{c_{x_{0}, k}}\right)=\frac{k-1}{2}, k>1\right\}>D\left(l_{\Phi}^{0}\right)-\varepsilon
$$

So, for any $k>1$ we have

$$
c_{x_{0}, k}>D\left(l_{\Phi}^{0}\right)-\varepsilon \text { if } I_{\Phi}\left(\frac{k x_{0}}{c_{x_{0}, k}}\right)=\frac{k-1}{2} .
$$

Take a sequence $\left(\mathbb{N}_{i}\right)$ of subsets of $\mathbb{N}$ such that $\operatorname{Card}\left(\mathbb{N}_{i}\right)=\infty(i=1,2, \ldots)$, $\mathbb{N}_{k} \cap \mathbb{N}_{m}=\emptyset$ for $k \neq m, \inf N_{i} \rightarrow \infty$ as $i \rightarrow \infty$ and $\bigcup_{i=1}^{\infty} \mathbb{N}_{i}=\mathbb{N}$. Let $\mathbb{N}_{i}=$ $\left\{j_{1}^{i}, j_{2}^{i}, \ldots, j_{k}^{i}, \ldots\right\}$. Define

$$
x_{i}=\sum_{k=1}^{\infty} x_{0}(k) e_{j_{k}^{i}}
$$

for $i=1,2, \ldots$ Then it is obvious that $\left\|x_{i}\right\|_{0}=\left\|x_{0}\right\|_{0}=1$ for $i=1,2, \ldots$ Moreover, $x_{i} \rightarrow 0$ weakly as $i \rightarrow \infty$.

Really, for any fixed $y \in l_{\Psi}$ and $\varepsilon>0$, a positive number $\lambda_{0}$ can be found such that $I_{\Psi}\left(\lambda_{0} y\right)<\infty$. By the condition $(\Phi(u) / u) \rightarrow 0$ as $u \rightarrow 0$, there is $\lambda_{1}>0$ such that

$$
\frac{1}{\lambda_{0} \lambda_{1}} I_{\Phi}\left(\lambda_{1} x_{0}\right)<\frac{\varepsilon}{2} .
$$

Since $\inf \left(\operatorname{supp} x_{i}\right) \leqslant \inf j_{k}^{i} \rightarrow \infty$ as $i \rightarrow \infty$ and $I_{\Phi}\left(\lambda x_{i}\right)=I_{\Phi}\left(\lambda x_{0}\right)$ for all $i \in \mathbb{N}$ and $\lambda>0$, there is $i_{0}$ such that

$$
\frac{1}{\lambda_{0} \lambda_{1}} I_{\Psi}\left(\lambda_{0} y \chi_{\operatorname{supp} x_{i}}\right)<\frac{\varepsilon}{2}
$$

for each $i \geqslant i_{0}$. Hence

$$
\begin{aligned}
\left\langle x_{i}, y\right\rangle & =\sum_{k=1}^{\infty} x_{i}(k) y(k) \\
& \leqslant \frac{1}{\lambda_{0} \lambda_{1}}\left(I_{\Phi}\left(\lambda_{1} x_{i}\right)+\frac{1}{\lambda_{0} \lambda_{1}} I_{\Psi}\left(\lambda_{0} y \chi_{\operatorname{supp} x_{i}}\right)\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

i.e. $x_{i} \rightarrow 0$ weakly as $i \rightarrow \infty$.

Take any $\varepsilon \in(0,1)$. Since $\Phi$ is an $N$-function, for each $i \in \mathbb{N}$ there is $k_{i}>1$ such that (see [4])

$$
\begin{aligned}
\left\|\frac{x_{0}+x_{i}}{D\left(l_{\Phi}^{0}\right)-\varepsilon}\right\|_{0} & =\frac{1}{k_{i}}\left(1+I_{\Phi}\left(\frac{k_{i}\left(x_{0}+x_{i}\right)}{D\left(l_{\Phi}^{0}\right)-\varepsilon}\right)\right) \\
& =\frac{1}{k_{i}}\left(1+2 I_{\Phi}\left(\frac{k_{i} x_{0}}{D\left(l_{\Phi}^{0}\right)-\varepsilon}\right)\right) \geqslant \frac{1}{k_{i}}\left(1+2 I_{\Phi}\left(\frac{k_{i} x_{0}}{c_{x_{0}, k_{i}}}\right)\right)=1
\end{aligned}
$$

This means that

$$
\left\|x_{0}+x_{i}\right\|_{0} \geqslant D\left(l_{\Phi}^{0}\right)-\varepsilon=2-\varepsilon
$$

for $i=1,2, \ldots$, whence it follows that $l_{\Phi}^{0}$ has not the weak property $(\beta)$, completing the proof of necessity of $\Psi \in \delta_{2}$ for the weak property $(\beta)$.

Sufficiency. For any $x \in S\left(l_{\Phi}^{0}\right)$ there is $k_{x}>1$ such that

$$
\|x\|_{0}=\frac{1}{k_{x}}\left(1+I_{\Phi}\left(k_{x} x\right)\right) .
$$

Since $\Psi \in \delta_{2}$, the number $\mathbf{M}=\sup \left\{k_{x}: x \in S\left(l_{\Phi}^{0}\right)\right\}$ is finite (see [1]). Put $\mathbf{m}=\inf \left\{k_{x}: x \in S\left(l_{\Phi}^{0}\right)\right\}$. Then $\mathbf{m}>1$. Indeed, if this is not true, there are a sequence $\left(x_{n}\right)$ in $S\left(l_{\Phi}^{0}\right)$ and a sequence $\left(k_{n}\right)$ of positive reals such that $k_{n} \rightarrow 1$ as $n \rightarrow \infty$ and $\frac{1}{k_{n}}\left(1+I_{\Phi}\left(k_{n} x_{n}\right)\right)=\left\|x_{n}\right\|_{0}=1$, whence $1+I_{\Phi}\left(k_{n} x_{n}\right) \rightarrow 1$ and consequently $\lim _{n \rightarrow \infty} I_{\Phi}\left(k_{n} x_{n}\right)=0$. In virtue of $\Phi \in \delta_{2}$, this means that $\lim _{n \rightarrow \infty}\left\|k_{n} x_{n}\right\|_{0}=0$, i.e. $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|_{0}=0$ because $k_{n} \rightarrow 1$, a contradiction.

Using again the fact $\Psi \in \delta_{2}$, we can conclude (see [4]) that there is $\theta \in(0,1)$ such that
(3) $\quad \Phi(\lambda u) \leqslant(1-\theta) \lambda \Phi(u)$ whenever $\lambda \in\left[0, \frac{\mathbf{M}}{\mathbf{M}+1}\right]$ and $|u| \leqslant \mathbf{M} \Phi^{-1}(1)$.

Since $\Phi \in \delta_{2}$, for any $\varepsilon \in\left(0, \frac{\theta(\mathbf{m}-1)}{2 \mathbf{M}^{2}}\right)$ and $k>0$ there is $\delta>0$ such that $\varepsilon<\frac{\theta(\mathbf{m}-1-\delta)}{2 \mathbf{M}^{2}}$ and $\left|I_{\Phi}(x+y)-I_{\Phi}(x)\right|<\varepsilon$ whenever $I_{\Phi}(x) \leqslant k$ and $I_{\Phi}(y) \leqslant \delta$ (see [8]).

Next, we will show that for such $x, y$ and $\delta>0$ we have

$$
\begin{equation*}
I_{\Phi}(x+t y)<I_{\Phi}(x)+t \varepsilon \tag{4}
\end{equation*}
$$

for any $t \in[0,1]$.
Indeed,

$$
\begin{aligned}
I_{\Phi}(x+t y) & =I_{\Phi}(t(x+y)+(1-t) x) \leqslant t I_{\Phi}(x+y)+(1-t) I_{\Phi}(x) \\
& \leqslant t\left(I_{\Phi}(x)+\varepsilon\right)+(1-t) I_{\Phi}(x)=I_{\Phi}(x)+t \varepsilon
\end{aligned}
$$

For any $x_{0} \in S\left(l_{\Phi}^{0}\right)$ and any weakly null sequence $\left(x_{n}\right)$ in $S\left(l_{\Phi}^{0}\right)$, there is a sequence $\left(k_{n}\right)$ with $k_{n}>1$ for $n=0,1,2, \ldots$ such that

$$
\begin{equation*}
\left\|x_{n}\right\|_{0}=\frac{1}{k_{n}}\left(1+I_{\Phi}\left(k_{n} x_{n}\right)\right) \tag{5}
\end{equation*}
$$

for $n=0,1,2, \ldots$ Take $i_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sum_{i=i_{0}+1}^{\infty} \Phi\left(k_{0} x_{0}(i)\right)<\delta \tag{6}
\end{equation*}
$$

Since $x_{n}(i) \rightarrow 0(i=1,2, \ldots)$ as $n \rightarrow \infty$, there is $n_{0} \in \mathbb{N}$ such that

$$
\sum_{i=1}^{i_{0}} \Phi\left(k_{n} x_{n}(i)\right)<\delta
$$

for $n \geqslant n_{0}$. Therefore, since $k_{0} /\left(k_{0}+k_{n}\right) \leqslant \mathbf{M} /(\mathbf{M}+1)$ and $\left|x_{0}(i)\right| \leqslant \Phi^{-1}(1)$ for each $i \in \mathbb{N}$, in virtue of (3), (4), (5) and (6) we get

$$
\begin{aligned}
\left\|x_{0}+x_{n}\right\|_{0} \leqslant & \frac{k_{0}+k_{n}}{k_{0} k_{n}}\left(1+I_{\Phi}\left(\frac{k_{0} k_{n}}{k_{0}+k_{n}}\left(x_{0}+x_{n}\right)\right)\right) \\
= & \frac{k_{0}+k_{n}}{k_{0} k_{n}}\left(1+\sum_{i=1}^{i_{0}} \Phi\left(\frac{k_{0} k_{n}}{k_{0}+k_{n}}\left(x_{0}(i)+x_{n}(i)\right)\right)\right. \\
& \left.+\sum_{i=i_{0}+1}^{\infty} \Phi\left(\frac{k_{0} k_{n}}{k_{0}+k_{n}}\left(x_{0}(i)+x_{n}(i)\right)\right)\right) \\
\leqslant & \frac{k_{0}+k_{n}}{k_{0} k_{n}}\left(1+\sum_{i=1}^{i_{0}} \Phi\left(\frac{k_{0} k_{n}}{k_{0}+k_{n}} x_{0}(i)\right)+\frac{k_{0}}{k_{0}+k_{n}} \varepsilon\right. \\
& \left.\left.+\sum_{i=i_{0}+1}^{\infty} \Phi\left(\frac{k_{0} k_{n}}{k_{0}+k_{n}} x_{n}(i)\right)\right)+\frac{k_{n}}{k_{0}+k_{n}} \varepsilon\right) \\
\leqslant & \frac{k_{0}+k_{n}}{k_{0} k_{n}}\left(1+\frac{k_{n}}{k_{0}+k_{n}} \sum_{i=1}^{i_{0}} \Phi\left(k_{0} x_{0}(i)\right)\right. \\
& \left.\left.+\frac{k_{0}}{k_{0}+k_{n}}(1-\theta) \sum_{i=i_{0}+1}^{\infty} \Phi\left(k_{n} x_{n}(i)\right)\right)+\varepsilon\right) \\
\leqslant & \left.\frac{1}{k_{0}}\left(1+\sum_{i=1}^{i_{0}} \Phi\left(k_{0} x_{0}(i)\right)\right)+\frac{1}{k_{n}}\left(1+\sum_{i=i_{0}+1}^{\infty} \Phi\left(k_{n} x_{n}(i)\right)\right)\right) \\
& \left.-\frac{\theta}{\mathbf{M}} \sum_{i=i_{0}+1}^{\infty} \Phi\left(k_{n} x_{n}(i)\right)\right)+2 \mathbf{M} \varepsilon \\
\leqslant & 1+1-\theta(\mathbf{m}-1-\delta) / \mathbf{M}+2 \mathbf{M} \varepsilon=: \sigma<2
\end{aligned}
$$

for $n \geqslant n_{0}$. Since $\sigma$ depends neither on $x_{0}$ nor on the sequence $\left(x_{n}\right)$, the proof of the theorem is complete.

Remark 2. Theorem 3 (resp. Theorem 4) states that $l_{\Phi}$ (resp. $l_{\Phi}^{0}$ ) has the weak property $(\beta)$ iff it is reflexive. On the other hand, by the fact that $l^{1}$ has the Schur property, we can conclude that $l^{1}$ has the weak property $(\beta)$. Therefore the assumption that $\Phi$ is an $N$-function is essential in these theorems. Another example of a non-reflexive Köthe sequence space with the weak property $(\beta)$ is the space $c_{0}$. Since the property ( $\beta$ ) implies reflexivity (see [18]), these examples show that the weak property $(\beta)$ does not imply the property $(\beta)$.

## References

[1] S.T. Chen: Geometry of Orlicz Spaces. Dissertationes Math. 356 (1996), 1-204.
[2] J. Diestel: Sequence and Series in Banach Spaces. Graduate Texts in Math. 92, Springer-Verlag.
[3] J. Garcia Falset: The fixed point property in Banach spaces whose characteristic of uniform convexity is less than 2. J. Austral Math. Soc. Ser. A 54 (1993), 169-173.
[4] R. Grzasslewicz and H. Hudzik: Smooth points in Orlicz spaces equipped with Luxemburg norm. Math. Nachr. 44 (3) (1992), 505-515.
[5] H. Hudzik: Uniformly non- $l_{n}^{(1)}$ Orlicz spaces with Luxemburg norm. Studia Math. 81.3 (1985), 271-284.
[6] H. Hudzik: Every nonreflexive Banach lattice has the packing constant equal to $\frac{1}{2}$. Collect. Math. 44 (1993), 129-134.
[7] H. Hudzik and M. Mastyto: Almost isometric copies of $l_{\infty}$ in some Banach spaces. Proc. Amer. Math. Soc. 119.1 (1993), 209-215.
[8] A. Kamińska: On uniform convexity of Orlicz spaces. Indagationes Math. 44 (1982), 27-36.
[9] L.V. Kantorovich and G. P. Akilov: Functional Analysis. Nauka Moscow, 1977. (In Russian.)
[10] C.A. Kottman: Packing and reflexivity in Banach spaces. Trans. Amer. Math. Soc. 150 (1970), 565-576.
[11] M.A. Krasnoselskii and Ya. B. Rutickii: Convex Functions and Orlicz Spaces. Nordhoff Groningen, 1961.
[12] D.N. Kutzarowa: An isomorphic characterization of property $(\beta)$ of Rolewicz. Note Mat. 10.2 (1990), 347-354.
[13] D.N. Kutzarowa, E. Maluta and S. Prus: Property ( $\beta$ ) implies normal structure of the dual space. Rend. Circ. Math. Palermo, 41 (1992), 335-368.
[14] J. Lindenstrauss and L. Tzafriri: Classical Banach Spaces II. vol. 338, Lecture Notes in Math. 338, 1973.
[15] W.A.J. Luxemburg: Banach Function Spaces. Thesis, Delft, 1955.
[16] J. Musielak: Orlicz Spaces and Modular Spaces. Lecture Notes in Math. 1034, 1983.
[17] M.M. Rao and Z. D. Ren: Theory of Orlicz Spaces. Marcel Dekker Inc., New York, Basel, Hong Kong, 1991.
[18] S. Rolewicz: On $\Delta$-uniform convexity and drop property. Studia Math. 87 (1987), 181-191.
[19] T.F. Wang: Packing sphere of Orlicz sequence spaces equipped with Orlicz norm. Chinese Ann. Math. 6A:5 (1985), 567-574.
[20] Y.I. Ye: Packing spheres in Orlicz sequence spaces. Chinese Ann. Math. 4 A (1983), 487-493.

Authors' addresses: Yunan Cui, Department of Mathematics, Harbin University of Science and Technology, Xuefu Road 52, 150080 Harbin, China; Henryk Hudzik, Faculty of Mathematics, and Computer Science, Adam Mickiewicz University, ul. Matejki 48/49, 60-769 Poznań, Poland; Ryszard Płuciennik, Institute of Mathematics, Poznań University of Technology, Piotrowo 3 A, 60-965 Poznań, Poland.


[^0]:    ${ }^{1}$ Supported by Chinese National Science Foundation Grant.
    ${ }^{2}$ Supported by KBN Grant 2 P03A 03110.

