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CARATHÉODORY SOLUTIONS TO QUASI-LINEAR HYPERBOLIC
SYSTEMS OF PARTIAL DIFFERENTIAL EQUATIONS

WITH STATE DEPENDENT DELAYS

AGATA GO lASZEWSKA∗ AND JAN TURO†

Abstract. The paper (based on the article [3] under the same title) addresses the existence of a
generalized solution and continuous dependence upon initial data for hyperbolic functional differential
systems with state dependent delays. The method used in this paper is based on the bicharacteristics
theory and on the Banach fixed point theorem. The formulation includes retarded argument, integral
and hereditary Volterra terms.
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Let C(U, V ) be the class of all continuous functions defined on U and taking values in
V . Let R+ = [0,+∞), B = [−b0, 0]× [−b, b], Ea = [−b0, a]×Rn, where b0 ∈ R+, b ∈ Rn+,
a ≥ 0, Mn×k means the set of all n× k real matrices, and let Ω = [0, a]×Rn×C(B,Rk).
Assume that

A : Ω →Mk×k, A = [Aij ]i,j=1,...,k,

ρ : Ω →Mk×n, ρ = [ρij ]i=1,...,k,j=1,...,n,

f : Ω →Mk×1, f = (f1, . . . , fk)T ,

and

z(t,x) : B → Rk, z(t,x)(τ, y) = z(t+ τ, x+ y),

where (τ, y) ∈ B. The symbol

zζ(t,x,z(t,x))

means the restriction of function z to the set

[ζ0(t)− b0, ζ0(t)]× [ζ?(t, x, z(t,x))− b, ζ?(t, x, z(t,x)) + b],

where

ζ(t, x, w) = (ζ0(t), ζ?(t, x, w)), ζ0 : [0, a] → R, ζ? : Ω → Rn,

and this restriction is shifted to the set B. Let

ψ(t, x, w) = (ψ0(t), ψ?(t, x, w)),
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and

θ(t, x, w) = (θ0(t), θ?(t, x, w)).

We will consider the system
k∑
j=1

Aij(t, x, zθ(t,x,z(t,x)))
[
Dtzj(t, x) +

n∑
l=1

ρil(t, x, zψ(t,x,z(t,x)))Dxlzj(t, x)
]

= fi(t, x, zψ(t,x,z(t,x))),

(1)

z(t, x) = ϕ(t, x) on E0, (2)

where ϕ is a given initial function and the symbol Dt means the partial derivative ∂
∂t .

The function

z ∈ C(Ec,Rk), c ∈ (0, a],

is a solution of (1), (2), if
(i) derivatives Dtzi, Dxzi, i = 1, . . . , k, exist almost everywhere on [0, c]× Rn;
(ii) z satisfies (1) almost everywhere on [0, c]× Rn;
(iii) condition (2) holds.

We define different norms:

‖U‖ = max


n∑
j=1

|uij | : 1 ≤ i ≤ k

 ,

where

U ∈Mk×n, ui = (ui1, . . . , uin), i = 1, . . . , k,

and

‖η‖ = max {|ηi| : 1 ≤ i ≤ k} ,

where

η ∈ Rn, η = (η1, . . . , ηk).

Let C∗.L(B,Rk) be the class of all functions w ∈ C(B,Rk), such that

‖w‖L = sup
{
‖w(t, r)− w(t̄, r̄)‖(|t− t̄|+ ‖r − r̄‖)−1 : (t, r), (t̄, r̄) ∈ B, t 6= t̄, x 6= x̄} < +∞.

For w ∈ C(B,Rk) we denote by ‖w‖∗ the supremum norm of w. We define

‖w‖∗.L = ‖w‖∗ + ‖w‖L, w ∈ C∗.L(B,Rk).

We write

C(B,Rk;κ) =
{
w ∈ C(B,Rk) : ‖w‖∗ ≤ κ

}
,

C∗.L(B,Rk;κ) =
{
w ∈ C∗.L(B,Rk) : ‖w‖∗.L ≤ κ

}
.

where κ ∈ R+. We put

‖z‖t = sup {‖z(τ, y)‖ : (τ, y) ∈ (0, t]× Rn} ,

where z ∈ C(Ec,Rk), t ∈ [0, c], and c ∈ (0, a].
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We denote by J [λ] the set of all functions φ ∈ C(E0,Rn), such that
(i) ‖φ(t, x)‖ ≤ λ0 for (t, x) ∈ E0;

(ii) ‖φ(t, x)− φ(t̄, x̄)‖ ≤ λ1|t− t̄|+ λ2‖x− x̄‖ on E0,

where λ0, λ1, λ2 ∈ R+, and λ = λ0 + λ1 + λ2.

Let Kϕ.c[d], where ϕ ∈ J [λ], and c ∈ (0, a], be the class of all functions z ∈ C(Ec,Rk),
such that

(i) z(t, x) = ϕ(t, x) on E0;

(ii) for (t, x), (t̄, x̄) ∈ [0, c]× Rn we have

‖z(t, x)‖ ≤ d0,

‖z(t, x)− z(t̄, x̄)‖ ≤ d1|t− t̄|+ d2‖x− x̄‖,

where di ∈ R+, and di ≥ λi for i = 0, 1, 2, and d = d0 + d1 + d2.

We denote by P the set of all nondecreasing functions γ ∈ C(R+,R+), such that
γ(0) = 0.

Assumption H[ρ]. Suppose that

(i) ρ(·, x, w) : [0, a] →Mk×n is measurable for (x,w) ∈ Rn × C(B,Rk), and
ρ(t, ·) : Rn × C(B,Rk) →Mk×n is continuous for almost all t ∈ [0, a];

(ii) there exist α0, α1 ∈ P, such that

‖ρ(t, x, w)‖ ≤ α0(κ)

‖ρ(t, x, w)− ρ(t, x̄, w̄)‖ ≤ α1(κ)
[
‖x− x̄‖+ ‖w − w̄‖∗

]
for (x,w), (x̄, w̄) ∈ Rn × C(B,Rk;κ), t ∈ [0, a].

Assumption H[ψ]. Suppose that

(i) ψ?(·, x, w) : [0, a] → Rn is measurable for (x,w) ∈ Rn × C(B,Rk),
and ψ?(t, ·) : Rn × C(B,Rk) → Rn is continuous for almost all t ∈ [0, a];

(ii) ψ0 ∈ L([0, a],R), −b0 ≤ ψ0(t)− t ≤ 0 for almost all t ∈ [0, a], and there
exists β ∈ P, such that

‖ψ?(t, x, w)− ψ?(t, x̄, w̄)‖ ≤ β(κ)
[
‖x− x̄‖+ ‖w − w̄‖∗

]
for (x,w), (x̄, w̄) ∈ Rn × C0.L(B,Rk;κ) almost everywhere on [0, a].

Let ϕ ∈ J [λ], c ∈ (0, a], and z ∈ Kϕ.c[d]. Consider the Cauchy problem

η′(τ) = ρi(τ, η(τ), zψ(τ,η(τ),z(τ,η(τ)))), η(t) = x, (3)

where (t, x) ∈ [0, c]× Rn, i = 1, . . . , k.
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Let gi[z](·, t, x) be the Carathéodory solution of (3). The function gi[z] is the i-th
bicharacteristic of system (1) corresponding to z ∈ Kϕ.c[d].

Lemma 1 (proved in [3]). Suppose that Assumptions H[ρ], H[ψ] are satisfied, and ϕ, ϕ̄ ∈
J [λ], z ∈ Kϕ.c[d], z̄ ∈ Kϕ̄.c[d], where c ∈ (0, a], Then for i = 1, . . . , k bicharacteristics
gi[z](·, t, x), and gi[z̄](·, t, x) are defined on [0, c], and they are unique. Moreover we have
the estimates

‖gi[z](τ, t, x)− gi[z](τ, t̄, x̄)‖ ≤ Λ(t, τ) [α0(d0)|t− t̄|+ ‖x− x̄‖] (4)

for (t, x), (t̄, x̄) ∈ [0, c]× Rn, τ ∈ [0, c],

‖gi[z](τ, t, x)− gi[z̄](τ, t, x)‖ ≤ α1(d0)δ1(d)Λ(t, τ)
∣∣∣∣∫ τ

t

‖z − z̄‖s ds
∣∣∣∣ (5)

for (τ, t, x) ∈ [0, c]× [0, c]× Rn, where

δ1(d) = 1 + d2β(d), δ2(d) = 1 + d2β(d) + d2
2β(d),

Λ(t, τ) = exp(α1(d0)δ2(d)|t− τ |) .

Assumption H[A, θ]. Suppose that

(i) A ∈ C(Ω,Mk×k), and there is ν > 0, such that detA(t, x, w) ≥ ν

for (t, x, w) ∈ Ω;

(ii) the following estimates hold

‖A(t, x, w)‖ ≤ α0(κ)

‖A(t, x, w)−A(t, x̄, w̄)‖ ≤ α1(κ) [‖x− x̄‖+ ‖w − w̄‖∗] ,

for (x,w), (x̄, w̄) ∈ Rn × C(B,Rk;κ) t ∈ [0, a];

(iii) there exists β̄ ∈ P, such that

‖θ(t, x, w)− θ(t̄, x̄, w̄)‖ ≤ β̄(κ) [|t− t̄|+ ‖x− x̄‖+ ‖w − w̄‖∗] ,

for (x,w), (x̄, w̄) ∈ Rn × C∗.L(B,Rk;κ) t ∈ [0, a] and

−b0 ≤ θ0(t)− t ≤ 0 on [0, a].

Assumption H[f ]. Suppose that
(i) f(·, x, w) : [0, a] → Rk is measurable on Rn × C(B,Rk), and

f(t, ·) : Rn × C(B,Rk) → Rk is continuous for almost all t ∈ [0, a];

(ii) the following estimations hold

‖f(t, x, w)‖ ≤ α0(κ),

‖f(t, x, w)− f(t, x̄, w̄)‖ ≤ α1(κ) [‖x− x̄‖+ ‖w − w̄‖∗]

for (x,w), (x̄, w̄) ∈ Rn × C(B,Rk;κ), t ∈ [0, a].
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We denote by U ∗ V the vector

ω =
(
ω1, . . . , ωn

)
,

as follows

ωi =
k∑
j=1

uijvji, i = 1, . . . , k,

where U = [uij ]i,j=1,...,k ∈Mk×k, V = [vij ]i,j=1,...,k ∈Mk×k.

Suppose that ϕ ∈ J [λ], c ∈ [0, a], z ∈ Kϕ.c[d], and gi[z] is a solution of (3). We denote

A[g, z](s, t, x) =
[
Aij(s, gi[z](s, t, x), zθ(s,gi[z](s,t,x),z(s,gi[z](s,t,x))))

]
i,j=1,...,k

,

ϕ[g](s, t, x) =
[
ϕi(0, gj [z](s, t, x))

]
i,j=1,...,k

,

Z[g, z](s, t, x) =
[
zi(s, gj [z](s, t, x))

]
i,j=1,...,k

,

f [g, z](s, t, x) =
(
fi(s, gi[z](s, t, x), zψ(s,gi[z](s,t,x),z(s,gi[z](s,t,x)))

)
)T
i=1,...,k

.

Assumption H[d]. Suppose that
(i) d0 > λ0,

(ii) d1 > α0(d0)ᾱ1(d0) [1 + λ2α0(d0)Λ(c, 0)] , where c ∈ (0, a],

(iii) d2 > λ2 [1 + ᾱ1(d0)α0(d0)].

For z ∈ Kϕ.c[d] we define the operator

F [z](t, x) = A−1(t, x, zθ(t,x,z(t,x))) {A[g, z](0, t, x) ∗ ϕ[g](0, t, x)}

+A−1(t, x, zθ(t,x,z(t,x)))
∫ t

0

{DτA[g, z](τ, t, x) ∗ Z[g, z](τ, t, x)

+ f [g, z](τ, t, x)}dτ,

(6)

for t ∈ [0, c]× Rn, c ∈ (0, a], and

F [z](t, x) = ϕ(t, x) on E0. (7)

Lemma 2 (proved in [3]). Suppose that Assumptions H[ρ], H[ψ], H[f ], H[A, θ], H[d]
are satisfied and ϕ, ϕ̄ ∈ J [λ]. Then there exists c ∈ (0, a], such that

F : Kϕ.c[d] → Kϕ.c[d].

Theorem 3 (proved in [3]). Suppose that Assumptions H[ρ], H[ψ], H[f ], H[A, θ], H[d]
are satisfied. Then for each ϕ ∈ J [λ] there exists c ∈ (0, a], such that problem (1), (2)
has a solution u ∈ Kϕ.c[d], and this solution is unique in the class Kϕ.c[d]. If ϕ̄ ∈ J [λ],
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and if ū is a solution of system (1) with the initial condition z(t, x) = ϕ̄(t, x) on E0, then
there exists Mc ∈ R+, such that

‖u− ū‖t ≤Mc‖ϕ− ϕ̄‖∗ on [0, c]. (8)

Some special cases. Now we list below some examples of systems which can be
derived from system (1). Assume that

Ã : Ω̃ →Mk×k, Ã = [Ãij ]i,j=1,...,k,

ρ̃ : Ω̃ →Mk×n, ρ̃ = [ρ̃ij ]i=1,...,k,j=1,...,n,

f̃ : Ω̃ →Mk×1, f̃ = (f̃1, . . . , f̃k)T ,

where Ω̃ = [0, a]× Rn × Rk.

Case I. Consider the operators

A : Ω →Mk×k, A = [Aij ]i,j=1,...,k,

ρ : Ω →Mk×n, ρ = [ρij ]i=1,...,k,j=1,...,n,

f : Ω →Mk×1, f = (f1, . . . , fk)T ,

given by formulas

A(t, x, w) = Ã(t, x, w(0, 0)),

ρ(t, x, w) = ρ̃(t, x, w(0, 0)), f(t, x, w) = f̃(t, x, w(0, 0)).

Let

ψ(t, x, w) = ψ̃(t, x, w(0, 0)), θ(t, x, w) = θ̃(t, x, w(0, 0)),

and

θ̃(t, x, w(0, 0)) = ψ̃(t, x, w(0, 0)) = (γ(t),Φ(t, x, )),

where γ : [0, a] → R, Φ : [0, a]× Rn → Rn, and

−b0 ≤ γ(t)− t ≤ 0.

Then system (1) reduces to the system

k∑
j=1

Aij(t, x, z(γ(t),Φ(t, x)))

·

[
Dtzj(t, x) +

n∑
l=1

ρil(t, x, z(γ(t),Φ(t, x)))Dxlzj(t, x)

]
= fi(t, x, z(γ(t),Φ(t, x))),

(9)

where i = 1, . . . , k.

Case II. Suppose that functions A, ρ, f are given by following formulas

A(t, x, w) = Ã(t, x,
∫
B

w(τ, y) dτ),

ρ(t, x, w) = ρ̃(t, x,
∫
B

w(τ, y) dτ),



Equadiff-11. Macro examples 121

and

f(t, x, w) = f̃(t, x,
∫
B

w(τ, y) dτ).

Put

Γψ[t, x, z] =
{
(τ, y) ∈ R1+n : ψ0(t)− b0 ≤ τ ≤ ψ0(t),

ψ?(t, x, z(t,x))− b ≤ y ≤ ψ?(t, x, z(t,x)) + b
}
,

and

Γθ[t, x, z] =
{
(τ, y) ∈ R1+n : θ0(t)− b0 ≤ τ ≤ θ0(t),

θ?(t, x, z(t,x))− b ≤ y ≤ θ?(t, x, z(t,x)) + b
}
.

Then system (1) reduces to the differential-integral system

k∑
j=1

Ãij(t, x,
∫

Γθ[t,x,z]

z(τ, y) dτ dy)

·

[
Dtzj(t, x) +

n∑
l=1

ρ̃il(t, x,
∫

Γψ[t,x,z]

z(τ, y) dτ dy)Dxlzj(t, x)

]

= f̃i(t, x,
∫

Γψ[t,x,z]

z(τ, y) dτ dy),

where i = 1, . . . , k.
There are a lot of papers concerning the theory of solutions of equations (1) and some

particular cases of these equations for given functions A, ρ, f , ψ, and θ (see for example
[1]–[5]).
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