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NOTE ON THE ESTIMATION OF PARAMETERS OF THE MEAN
AND THE VARJANCE IN n-STAGE LINEAR MODELS

JULIA VOLAUFOVA
(Received October 20, 1986)
Summary. The paper deals with the estimation of the unknown vector parameter of the mean.
and the parameters of the variance in the general n-stage linear model. Necessary and sufficient
conditions for the existence of the uniformly minimum variance unbiased estimator (UMVUE)

of the mean-parameter under the condition of normality are given. The commonly used least
squares estimators are used to derive the expressions of UMVUE-s in a simple form.

Keywords: Variance-components model, n-stage linear model, estimation of parameters.
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INTRODUCTION

An n-stage linear model is frequently modelled as follows:
(1) Y, = XB, + &,
Y, =GBy + XyBs + &y,

Yn = Cn,lﬁl + Cn,ZﬁZ + ..o+ Cn,n‘-lﬁn-1 + xnﬁn + & .

The vectors Y;, i = 1,..., n are n;-dimensional normally distributed vectors of
measurements, each at the i-th stage. The vectors ; are k,~-dimensional, unknown, and
are to be estimated. The n; x k;-matrices X; are considered to be known and of full
column rank; the matrices C;; are of the type n; x k; and are known — they
represent the connections between the parameters of different stages. The vectors g;
are uncorrelated with &; ~ N, (O, 6{l,.), where the parameters o7, i = 1, ..., n are
unknown, such that we assume aiz + 012-, i % j, and the matrices I,, denote the identity
matrices of the types n; x n;.

Kubddek in [2] considers this type of the model in the case that the covariance
matrix of ¢;is ¥;, i = 1, ..., n, and it is known at each stage.

The aim of this paper is to give necessary and sufficient conditions for the existence
of UMVUE (uniformly minimum variance unbiased estimator) for B,,i=1,...,n,
based on the measurements of all stages; to give explicit formulae for UMVUE’s.
Apart from that, to give UBUE’s (uniformly best unbiased estimators) for o7,
i=1,...,n
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SOLUTION OF THE PROBLEM

The model (1) can be obviously expressed in the form which leads to the commonly
known variance —components model:

(2) Yx = Xp* + &*

where Y* = (Y{,...,Y,), p* = (B1, ..., B))', ¢* = (g}, ..., &) and

xl: o} . o
x = | Cons X33 ; O,
Cn,l’ Cn,Z; ) Xn

the covariance matrix of the vector ¢* can be expressed in the form
c 2
2 2
Ip=Y 0V, 0=(of,...,0,) . .
i=1

Considering each stage separately we see that there exist matrices Q;, i = 1, ..., n,
of the types k; x n; for which Q,X; = I, and B, = Q.Y is a commonly used least
squares estimator for B; based on the measurements restricted only for the i-th stage.

Lemma 1. The LBUE (locally best unbiased estimator) for p* based on the
measurements of all stages in model (2) is given by

©) "B = (X'Z5 X)L XIES YR

Following Kleffe [1] we can check the necessary and sufficient conditions for the
existence of UMVUE with respect to 8 = (o1, ..., 0;)" of each linear unbiasedly
estimable function of B*. We shall use the following notation: I = ¥, = Z, is the

identity matrix for @ = (1,...,1)’; M = I — XX"*, where X" is the Moore-Penrose
inverse of the matrix X.

Theorem 1. The necessary and sufficient condition for the existence of UMVUE
of each linear unbiasedly estimable function of p* in model (2) is

AC. )= RX) Vi=1,...,i—1; Yi=2,..,n,
i.e. the column space of C; ; is included in the column space of the matrix X;.

Proof. For simplicity, let us prove the statement of the theorem for n = 4. In
general, the proof is based on the same idea and needs tedious calculations.
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For n = 4 the matrix X is of the form:

X;; O, 0O; O
Cz,x? X,; O; o
Ci1; Cin; X;; O
Ciis Cup; Cuzs X,

There exists a nonsingular matrix T of the form

I O; O; (o]
-C,,0Q;; I O; (o]
C;,Q.C,,Q; — C3,1Qy; —C;5,,Q;; I; (o]
(—€43Q:C;,Q,C, ,Q; + C,5Q,C;,Q; +
+ C,,Q,C, ,Q; — C4,1Q1)§ C,,3Q:C;5,Q, — C, ,Q,; ~Cy30Q;5; 1
fulfilling the property
X;; 0; O; O
0O; X,; O; O
T.X= O; O; X;; 0
O, O0; O; X,

Kleffe’s condition in [1] states MZ,X5'X = O for all . We transform model (2)
by the nonsingular matrix T which yields the equivalent model

(4) TY* = TXB* + Te* .
The matrix M = | — TX(TX)* in model (4) is of the form

11— X, X{; ...; 0 M; .50
=1... , where M, =1- XX;}.
O; o I—X4XI, o;, ...; M,

Substituting for M, X, X, and X we get
MI 25X =
fol
(0'§ - 5%) C.i
(‘T% - U%) C3,2ch2,1 + (o'§ - 0'%) C3,1

(‘75 - O'f) C24,3Q3C3,2QZC2,1 + (‘ﬁ - U%) C,,Q:C,  +
N + (0] — 03) C43Q3C5,1 + (6% — 01) C4 s

0200
2000

0003
0020

.

O; O; o)
o3 X,; o; o
(03 - &) Co 2,1 o

(‘72 - ‘Tg) Ci3Q3Cin + (a% - Gg) Ca2s (0'2 - Ug) Ciss o3 X,
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The resulting matrix equals the zero matrix if and only if each block is a zero-block,
and this holds if and only if

MC, ;=0 Vj=1,...,i—1; Vi=23,4
which is equivalent to the condition stated in the theorem. Q.E.D.

In the sequel, the explicit expression for UMVUE will be treated provided the
only admissible conditions are those between the neighbouring stages, i.e., the model
(2) can be expressed in the form

Y X;; O; ; O

1

Il D K P HD CHERNR Y o " N

(5) Y - O; Cyy ... O Prrer
" O; 5 G- X,

Theorem 2. The UMVUE for B;, i = 1,...,n based on the measurements of all
stages in model (5) is given by

%
"B;=—-QC, By + B, i=1,..n,

where B, = Q,Y:, i = 1,...,n is the least squares estimator for B; based on the
measurements at the i-th stage only.

Proof. The best linear unbiased estimator for f* from Lemma 1 is
"B = (x/xo—lx)—l X/E;-]Y* .

Using the fact that 2(C; ;—,) = %(X;) we denote

I; o; ... o)
D - —Q2C2,1§ I .. o )
O; vy —Q,C, Lo |

It is obvious that X;Q;C;;—; = C;,_; and this yields the equality

X;; O; ... o I; 05 L o
Cos X5 s O\ |-QC, ;LI ... o _
07 > cn,n‘I; xn 05 - cees _ann,n—l; !
xl; > o
=1... = X*
o; ...; X,
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which implies the model (5) in the form
(6) Y+ = X*. D7Ip* 4 o,

From (6) we get
Q; 0, ..;0 Y,

ADTIgE = ... :
O; o Q) Y,
and finally
Q]YI
"B — -Q,C,,1Q,Y; + Q.Y

- ann,n—IQn—IYn—l + QnYn

which implies the statement of the theorem. Q.E.D.
Owing to its simplicity, the following lemma is stated without any proof.

Lemma 2. The covariance matrix of the estimator from Theorem 2 is

01Q,Q%; -01Q,QC; 1 Q5;
2 ¥l ’. 2 Il ’ 2 ’.
-01Q,Q:C5,,1Q3; 61Q,C, ;,Q,0Q:C; ;,Q; + 75,Q,Q;;

2/\B=
O; e
o;...;0

”Ungolzcg,zQ's; o, ..;0
o’ cees o’ o-r?—lann,n—‘lon"IQIZ—ICI/I,H—IQIII + U;?Q,;Q:.

The next theorem solves the problem of estimation of o2, i = 1, ..., n, under the
conditions stated in Theorem 1.

Theorem 2. The UMVUIE (uniformly minimum variance unbiased invariant
estimator) for o} in model (2) under the conditions #(C,;) = R(X,) Vj = 1,...
cwi—=1LVi=2,..,nis

6 = ! Y/(I - XQ)Y,.
n; — Ky
Proof. The notation
o, ...,0
Ei = 07 LX) ’i’ 1) o
o, ...,C
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for i = 1,...,n will be used. The locally best unbiased invariant estimator for o7
exists (as stated in [1]) if and only if the criterion matrix Q with g¢;; =
= tr(MZ,M)* Z,(MZ,M)* X, is nonsingular.

Consider the transformation matrix T from the proof of Theorem 1 and the model
(4). In that case we have M. T = M, where

Ml: os"~ao
M=|... with M, =1 — X.X; .
O,...,O M

n

Then

tr(MTZ,T'M)* TET'(MTE,T'M)* TET = 0 for i+ j,

Il

tr(MTZ,T'M)* TE T (MTE,TM)* TET = tro; *M, = o7 *(n, — k)
for i=1,...,n.

The criterion matrix Q is of the form ‘

oi*(ny — k), 0, ..., O
Q=1...
0, ..., 0,0.%n,—k,)/.

The LMVUIE of o7 is

6 = _:4(—1*7' Y4(MTZ,T'M)* TE,T'(MTZ,T'M)* Y* =
o; (N — K

1
n; —k

Y1 - XX})Y,. QED.

The LBUE for g* in model (2) is given in Lemma 1. Under the conditions stated
in Theorem 1 the explicit formula for UMVUE for g* in model (2) can be derived.
The statement for n = 4 reads as follows.

Theorem 3. The UMVUE for p* in model (2) for n = 4 is given by

1

2 — Q:C, 1By :

3 — Q3Cs B, + (Q3C5,,Q,C,, — Q:C5 1) By

s — QuCasBs + (—QuChy + QuC,u3Q5C;35) By + (—QuCuy +
+ Q4C4,Q,Cs — Q,C43Q5C;,Q,C, ; + QuC, 3Q5Cs ) By

>
[+ -]
1l
=™ ™ ™

Proof. Analogously as in Theorem 2 the conditions #(C; ;) = #(X,) Vj =
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=1,...,i — 1,Vi = 2, 3, 4 are used. There exists a matrix D of the form

I; O; O; (o]
-Q,C1; I O; o
b = Q3C3,202C2,1 - Q3C3,1; —Q3C3,z§ v I (0]
(_Q4C4,1 + Q4Ct2Q,C, 1 —; —QuCy, + Q4Cy 3Q5C; 55 —QuCy 5 |
-Q,C,3Q:C;,Q,C, ; + Q,C,5Q,C; )
X19 0: O
o’ X2a 09
Xb = 0, O X
o, O O

> 5

and the resulting equivalent model is

(6) Y =X.D.D 1p* + g*.
The result stated in the theorem is a simple consequence.

Remark. In [3] the UMVUE for p* for n = 2 is derived. It can be shown that

|

these two estimators, the one from Theorem 2 and the estimator derived in [3],

coincide.
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Suhrn

POZNAMKA K ODHADU PARAMETROV STREDNEJ HODNOTY
A DISPERZIE V n-ETAPOVOM LINEARNOM MODELI

JULIA VOLAUFOVA

Vo vieobecnom n-etapovom linedrnom modeli, ako je uvedeny v (2), si vektorovy parameter g*
i=1,..., nnezname. V praci je uvedend nutnd a posta¢ujica podmienka pre
existenciu rovnomerne najlepSieho nevychyleného odhadu * B pre p*, ako aj explicitné vzfahy pre
* B zaloZené na odhadoch metddou najmensich §tvorcov. Uvedené su rovnomerne najlepsie nevy-
chylené invariantné odhady pre parametre o-iz i=1,...,n

a parametre o',-z
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Pesrome

3AMEYAHME K OLIEHUBAHUIO ITAPAMETPOB CPEIHEI'O U JVCIIEPCUN
B n-3TAITHOU JIMHEVIHOM MOJEJIN

JULIA VOLAUFOVA

B craThe yKa3aHO HEOOXOAUMOE M AOCTATOYHOE YCIIOBHE [JIst CYIIECTBOBAHMS HETTMHEUHBIX OLIEHOK
MapaMeTpoB CPeHEr0 C PaBHOMEPHO MHHHMMAJBHOM IUCIEPCHEed NpU yCIOBHM HOPMAaJIbHOTO
pacnpenenennst. BoiBeeHsl (OPMYJIbl AJIsL BHIYMCIIEHMSI 3TUX OLEHOK, OCHOBaHHbIE Ha OLEHKax
TIONYYCHHBIX METOJOM HaMMEHBIIMX KBaipaToB. ITOJNy4YeHbl TaxXe pPaBHOMEDHO HaWIyyIuue
HECMEIIEHHbIE OLEHKU ISl TapaMeTPOB JMCHEPCHH.

Author’s address: RNDr. Julia Volaufovd, CSc., Ustav merania a meracej techniky CEFV
SAV, Dubravska 9, 842 19 Bratislava.
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