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# STRUCTURAL UNAMBIGUITI OF AL GOL MOD 

J. GRUSKA, Bratislava

## 1. Introduction

The developing of the language ALGOL 60 was a very important event in the development of automatic programming.

The form and exactness by which the language ALGOL 60 was described (in contradistinction to description of languages developed until that date), the abundance and generality of its means of expression, the difficulty arising from the construction of translators, particularly effective translators, considerably stimulated the interest in progamming languages, especially in ALGOL 60, in problems of translation, and, moreover, in context-free grammars as one of the succesful means for language description.

In developing the language ALGOL 60 it was desired to create a machine independent language that would be suitable for the description of algorithms of numerical mathematics and approach as closely as possible the standard mathematic notation. Good readibility with little further explanation and the capacity of being translated into machine programs were to be the features of that language. Further, there had to be developed a language with such high degree of exactness of description that an algorithm described in this language and translated by means of translators designed for different
computers would gield the aame result when used on different computers (with the exception of differences caused by different preoision of arithmeticl. Soon, however, it became obvious that this objective has not been attained. At the construction of translators it had been found that the description of that language is not as clear and precise as it has been assumed and needed. As a consequence of this authors of translators inclined to divergencies in explaining the description of ALGOL 60, [1] and one of the most important objectives - the uniformity of translation - was not achieved.

The use of context-fnee grammars for the description of syntax of ALGOL 60 not only essentially increased the interest in the study of these grammars but in connection with ALGOL 60 some new problems arose in this field: structural unambiguity of context-free grammars (see [5]) and a definition of semantics for languages the syntax of which is given as a context--free grammar.

The importance of structural unambiguity comes forward in connection with the language ALGOL 60. It has been pointed out by many authors that some ambiguities of the semantics of ALGOL 60 were consequences of the atructural ambiguity of con-text-free gramar describing the syntax of ALGOL 60. (For example atatement: if a then for $i:=1$ while $n$ do if a then $b$ else $c$.) It seems that the opinion that ALad 60 was structurally unambiguous was generally accepted when the Report [1] was published and also each time after a change was made to remove an ambiguity pointed out by an example. Thus, the experience with ALGOL 60 shows that it may happen that a context-free grammar, the structural unambiguity
of which is quite obvious, is not, in fact, atructurally unambiguous.

The problem of the definition of semantics has been atudied by V. Fabian, [7] for more general systems, called languages in his paper, than context-free grammars. He investigated such semantics $S$ (a semantics is simply a transformation defined on the set of terminal texts derivable in a given language) that $S[A, t]$, for a text $t$ derivable from a symbol $A$ is determined, roughly speaking, by the way in which the text $t$ is derivative from the symbol $A$, and showed that for such definition of semantics the structural unambiguity of a given language is very important. (More exactly the weak structural unambiguity.)

It would be very desirable if there could be given an algorithm for deciding for any context-free grammar, whether or not it is structurally unambiguous. Such an algorithm does not exist (D.G. Cantor [2], R.W. Floyd [8], N. Chomsky and M.P. Schützenberger [4]) even for very simple context-free grammar (A. Greibach [11]). Hence, for some grammars it can be very difficult to decide whether or not it is structurally unambiguous.

Of course, this does not mean that it is impossible to deVise methods which may be useful to decide at least for some context-free grammars, whether or not they are structurally unambiguous. Some methods of this kind have recently been investigated by V. Fabian [7] and J. Gruska [12] for languages defined in [7].

The present paper is devoted to showing that the results of papers [7] and [12] have made it possible relatively simply
to prove the structural unambiguity of language ALGOL MOD (the definition of ALGOL MOD is given in Section 5), which is the slight modification of ALGOL 60.

In the following two sections we introduce basic notations, definitions and some results from papers $[7,12,13,14]$ which will be useful in Section 6. In Section 4 the structural unambiguity of the language ALGOL 60 is investigated. The definition of ALGOL MOD is given in Section 5 and the proof of atructural unambiguity of ALGOL MOD in Section 6.

## 2. Basic notations and derinitions

In this section we introduce basic notations and definitions from Fabian's paper [7].
2.1. Sets. By $\{x ; \varphi(x)\}$ we denote the set of all such $x$ which satisfy condition $\ell(x) .\{x ; \mathcal{L}(x, \theta)\}$ is an abbreviation for $\{x$; there is a $\theta$ such that $\ell(x, \theta)$ holds\}. $\Lambda$ denotes the empty set.
2.2. Transformations. If $F$ is a transformation, then by d $F$ and $r F$ we denote the domain and the range, respectively, of $F$; by $F(x)$ or $F x$ - if there is no danger of misunderstanding - we denote the value of $F$ at $x$. If $F$ and $G$ are transformations then $F G x$ means $F(G(x))$. If $M \subset d F$, then symbol $F_{M}$ denotes the partial transformation on $M$.
2.3. Sequences. If $t$ is a sequence (we shall consider onIy finite ones), then by $t(i)$ or $t i$ we denote the $i$ - th element of $t$. (Since $t$ can be considered as the transformation defined on a set of integers.) $\lambda t$ is the
length of $t, \mathcal{d}$ denotes also the empty sequence.
By $\left[a_{1}, a_{2}, \ldots, a_{n}\right]$, (or $a_{1} a_{2} \ldots a_{n}$ - in examples) we denote the sequence $t$ of the length $n$ such that $t i=a_{i}$ for $1 \leqq i \leqq n$.

If $t$ is a sequence, $1 \leqslant i \leqslant \lambda t, 1 \leqslant j \leqslant \lambda t$, then by $t^{(i, j)}$ we denote the sequence of the length $j+1-i$ (or 0) if $j \geqq i \quad$ (if $j<i$ ) such that $t^{\left(i, j^{j}\right)}(k)=t(i+k-1)$.

If $M$ is a set of sequences, we define the sets symber $M=\{t 1 ; \lambda t \geqq 1, t \in M\}$ symbe $M=\{t \lambda t ; \lambda t \geqq 1, t \in M\}$ symb $M=\{t i ; t \in M, 1 \leqq i \leqq \lambda t\}$
of all first symbols, last symbols and symbols, respectively, of sequences in $M$

If $M$ is a set we define the set
s $M=\{t ; t$ is a sequence and symbl $\{t\} \subset M\}$
of all sequences of the elements in $M$.

### 2.4. Operations with sequences and decompositions.

By $x$ we denote the operation of concatenation of two sequences.

If $\tau$ is a sequence the elements of which are sequences, then by $\Pi \tau$ we denote the sequence $\tau 1 \times \tau 2 \times \ldots \times \tau \lambda \tau$. $\tau$ is a decomposition if $\tau \in ß \gg M$, i.e. if $\tau$ is a sequence of sequences. We say that $\tau$ is a decomposition of $t$ if $\Pi \tau=t$.

Examplede $\tau_{1}=\left[a b c, c e\right.$, ef] and $\tau_{2}=[a b c, \wedge$,ce, ef $]$ are two decompositions of the sequence $t=a b c c e e f$.

With every decomposition $\tau$ we associate the sequence
$\llcorner\tau$ (so-called the index-decomposition of $\tau$ ) of integers such that $\lambda(L \tau)=\lambda \tau+1$ and $\tau i=(\pi \tau)(\times i, \times(i+1))$
if we denote $x=\leftharpoonup \tau$.
Example 2. If $\tau_{1}$ and $\tau_{2}$ are as in Example 1 , then $\left\llcorner\tau_{1}=[1,4,6,8],\left\llcorner\tau_{2}=[1,4,4,6,8]\right.\right.$.

If $\tau_{1}$ and $\tau_{2}$ are decompositions such that $\lambda \Pi \tau_{1}=$ $=\lambda \tau_{2}$, then we define a new decomposition $\tau=\tau_{1} \otimes \tau_{2}$ as the decomposition of the length $\lambda \tau_{1}$ such that $\tau i=$ $=\pi \tau_{2}{ }^{\left(x_{1} i, x_{1}(i+1)-1\right)}$ where $x_{1}=6 \tau_{1}$.

Example_3. If $\tau_{3}=[a b, c, d e, f], \tau_{4}=[a b, c, g, i j, \Lambda, c d]$ then $\tau=\tau_{3} \otimes \tau_{4}=[a b-e, g ; i j ; c d]$.
2.5. Languages. The concept of language which is introduced in the following (what we call here a language may also be called a grammar of a language) is a generalization of the concept of context-free grammar of $N$. Chomsky [3]. A generalization consists in that the set of rules and the set of non-terminal symbols can be infinite.
2.5.1. Definition. (Def. 5.1,[7]) $\mathscr{L}$ is a language if $\mathscr{L}$ is a transformation, if there exists a set $A$ such that
(1) $\mathbb{L} \mathscr{L} \subset A, r \mathscr{L} \subset\{M, \Lambda \neq M \subset \mathbb{A}\}$
(2) $[A] \notin \mathscr{L} A^{x}$ for every $A \in d \mathscr{L}$.

Hence, for every $A \in d \mathscr{L}, \mathscr{L} A$ is a non-empty set of finite sequences (but it is possible that $\mathscr{L} A=\{\wedge\}$, i.e., $\mathcal{L} A$ consists of one sequence- the empty sequence) the elements of which are from $A$.

With a language $\mathscr{L}$ we associate the alphabet a $\mathscr{L}$ defined as the smallest set $A \|$ for which (1) holds. The elements of $a \mathscr{L}$ will be called symbols of $\mathscr{L}$. The elements of the sets $\alpha l \mathscr{L}, a L_{t} \mathscr{L}=a L \mathscr{L}-d L \mathscr{L}, \sigma \mathscr{L}=s a \mathscr{L}, \sigma_{t} \mathscr{L}=s a_{t} \mathscr{L}$ are called metasymbols. (non-terminal symbols), terminal symbols, strings, terminal strings, respectively, of $\mathscr{L}$. $x$ ) see the following page

We shall write $\mathscr{L}:[A] \Rightarrow b \quad x x)$ as an abbreviation for $A \in$ all $\mathscr{L}, b \in \mathscr{L} A$. The expression $[A] \Rightarrow b$ can be called the rule of language with the left side $[A]$ and the right side $b$. The concept of language can also be identified with the concept of a set (in general infinite) of rules such that no rule has the form $[A] \Rightarrow[A]$ (see condiction (2)). The rules of the form $[A] \Rightarrow \Lambda$ and $[A] \Rightarrow$ $\Rightarrow[B]$ are permitted.

We write $\mathcal{L}: a \rightarrow b \quad$ if there are strings $q_{1}, q_{2}$, $q_{3}$ and a metasymbol $A$ such that $a=q_{1} \times[A] \times q_{3}, b=$ $=q_{1} \times q_{2} \times q_{3}, \mathscr{L}:[A] \Rightarrow q_{2}$. We say that $\sigma$ is a derivation of a string $t_{2}$ from $t_{1}$ if $\sigma$ is a sequence, $\lambda \sigma>1$, $\sigma_{1}=t_{1}, \sigma \lambda \sigma=t_{2} \quad$ and $\sigma_{i} \rightarrow \sigma(i+1) \quad$ for $i=1,2, \ldots$ $\cdots \lambda \sigma-1$. We write $t_{1} \rightarrow t_{2} \quad$ if there is a derivation of $t_{2}$ from $t_{1}$. We write $t_{1} \Rightarrow t_{2}$ if either $t_{1}=t_{2}$ or $t_{1} \rightarrow t_{2}$.

If there is no danger of misunderstanding the symbol apecifying the language will be deleted in $\Rightarrow, \rightarrow$. Now we define the sets

$$
\begin{aligned}
& t(\mathscr{L}, A)=\{t ;[A] \rightarrow t\} \\
& t \mathscr{L}=U\{t(\mathscr{L} ; A) ; A \in d \mathscr{L}\} \\
& t_{t} \mathscr{L}=t \mathscr{L} \cap \sigma_{t} \mathscr{L} \\
& \quad\{t ;[A] \Rightarrow t\}
\end{aligned}
$$

$x$ ) We distinguish between a symbol $A$ and the sequence $[A]$ which has the length 1 .
$x$ x) The symbol $\Rightarrow$ and the symbols $\longrightarrow, \rightarrow$ introduced below are used in this paper in the same meaning as in [7] and hence in an other meaning than in some other papers (for example [3]).
cf all $A$-texts, texts, terminal texts, r-texts (rule texts), respectively, of $\mathcal{L}$.

The fact that for every metasymbol $A$, the set of all rum les of the form $[A] \Rightarrow b$ can be infinite, seems to be the most important in this generalization of the concept of context--free grammar. The consequence of this is that any set of strings can be generated by a language in our sense (it is sufficient to consider languages such that the set of metasymbols and the set of all r-texts which are not terminal, are finite), which is not true for context-free grammars and which can be important in some cases. Moreover, context-free grammars are used as the means for defining some sets of strings chiefly because by using these grammars it is possible to define simultaneously a structure of strings. If for some sets of strings the structure of strings is not too important (for example for identifiers, strings, comments in ALGOL 60), it might be simpler to define these sets otherwise. Moreover, finiteness of the set of rules seems to be irrelevant to the study of structural unambiguity. The generative capacity of the language is not the object of our study.

Example 4. Languages $\mathscr{L}_{1}, \mathscr{L}_{2}$ and $\mathscr{L}_{3}$ are given by their set of rules.

$$
\begin{array}{rlr}
\mathcal{L}_{1}: A \Rightarrow B c A d & \mathcal{L}_{2}: A \Rightarrow B C & \mathscr{L}_{3}: A \Rightarrow A b \\
B \Rightarrow C & B \Rightarrow D & A \Rightarrow A c \\
A \Rightarrow f & C \Rightarrow D & A \\
A \Rightarrow c c d & B \Rightarrow a & \\
A \Rightarrow F D & C \Rightarrow b & \\
F \Rightarrow c c & D \Rightarrow A & \\
D \Rightarrow f d & &
\end{array}
$$

2.6. Grammatical elements. [ $A, t]$ is a (terminal) grammatical element if $A$ is a metasymbol and $t$ is a (tei•minal) text such that [A] $\rightarrow t$. By $g \mathscr{L}$ ( $g_{t} \mathscr{L}$ ) we denote the set of all grammatical elements (terminal grammatical elements) of the language $\mathscr{L}$.
2.7. Structures. We say that $\tau$ is an $\alpha$-decomposition of $t$ if $\tau$ is a decomposition of $t$, $\dot{\alpha}$ is a string such that $\lambda \alpha=\lambda \tau$ and $[\alpha i] \Rightarrow \tau i$ for $1 \leq i \leq \lambda \alpha$.

We say that $[\alpha, \tau]$ is the structure of a grammatical element [A,t] if one of the following conditions is satisfied.
(1) $[A] \Rightarrow \alpha \rightarrow t, \tau$ is an $\alpha$-decomposition of $t$.
(2) $[A] \Rightarrow t$ and $\alpha=[A], \tau=[t]$.

If a grammatical element $g=[A, t]$ has a structure $[\alpha, \tau]$ such that (1) holds, then $[\alpha, \tau]$ characterizes in a certain meaning, the way by which $t$ has been derivated from $A$ (see Fig.1).


FIG. 1

It seems to be convenient to define $[[A],[t]]$ as the structure of $[A, t]$ if $[A] \Rightarrow t$. (of course, if $[A] \Rightarrow t$ then $[A, t]$ can have a structure $[\alpha, \tau]$ such that (1) holds.)

If $g$ is a grammatical element of the language $\mathscr{L}$ then by $S_{\mathcal{L}} g\left(\bar{S}_{\mathscr{L}} g\right)$ we denote the set of all structures $[\alpha, \tau]$ (such that $\alpha \neq[A]$ ) of $g$ and by $Q g$ the set $\left\{g_{1} ;[\alpha, \tau] \in S_{\mathcal{L}} g, i \in d \alpha, g_{1}=[\alpha i, \tau i] \in g \mathscr{L}\right\}$.

Example 2. Consider languages $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ from Example*4. The grammatical element $[A, e c f d] \in g \mathscr{L}_{1}$ has three structures: $[[A],[e c f d]],[B C A d,[e, c, f, d]]$ and $[F D,[e c, f d]]$. The grammatical element $[A, D] \in g \mathscr{L}_{2}$ has two structures $[B C,[\wedge, D]]$ and $[B C,[D, \wedge]]$. For $g=[A, e c f d] \in g \mathscr{L}_{1}$ we have $Q g=\{[B, e],[A, f],[F, e c],[D, f d]\}$.
2.8. Structural unambiguity. Every grammatical element has a structure (Theorem 6.5,[7]). If a grammatical element
$g$ has exactly one structure, then $g$ is said to be structurally unambiguous (shortly s.u.). If every (terminal) grammatical element of a language $\mathscr{L}$ is s.u., then $\mathscr{L}$ is said to be (weakly) structurally unambiguous.

Example 6. Languages $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ from Example 4 are not s.u.; $\mathscr{L}_{3}$ is s.u.. It is easy to see that $\mathscr{L}_{2}$ is weakly structurally unambiguous but not structurally unambiguous (see Example 5).

## 3. Structural unambiguity of languages

In papers [7,12] some necessary and sufficient conditions
for a language $\mathscr{L}$ to be sou. have been proved. Many of these conditions are in such form that a given language $\mathscr{L}$ is sou. if and only if so is a simpler language $\mathscr{L}_{1}$. In this section some of these results, which are needed in Section 6, are given.
3.1. Henceforth only such languages will be considered in which the following conditions are satisfied:
(1) $d \mathscr{L}$ and $\left\{\alpha ; A \in d \mathscr{L},[A] \Rightarrow \alpha \notin \sigma_{t} \mathscr{L}\right\}$ are finite sets,
(2) $\mathscr{L}: t \rightarrow t$ for no string $t \in \sigma \mathscr{L}$
although the results in paper [7] have been proved for linguage without limitations (1) and (2).

The condition (1) means that the set of metasymbols is firnite and for every metasymbol $A$ there is only a finite numbbier of rules $[A] \Rightarrow b$ such that $b$ is not terminal string. However, the set of all rules can be infinite. If the condition (2) is not satisfied then $\mathscr{Z}$ is not sou. (Theorem 2.6,[14]).
3.2. Theorem. (Theorem $9.12,(7])$ Let $\mathcal{L}$ be a language and $a$ a set of metasymbols such that if $B \in \mathbb{L}-a$, $[B] \Rightarrow t$ then $a \cap$ symb $\{t\}=\Lambda$. Let every $[A, t] \epsilon$ $\epsilon g \mathscr{L}$ be sou. if $A \in a$. Then $\mathscr{L}$ is sou. if and only if so is $\left.\mathscr{L}_{d \mathscr{L}}-a \cdot x\right)$

One of the most important concepts of paper [7] is that of reducing transformation.
3.3. Definition. (See Def. 9.1,[7] and Theorem 2.12,[14]). Let there be transformations $V, R$ and $\rho$ defined on

$$
\begin{gathered}
\text { x) See } 2.2 \text {, i.e. } \mathscr{L}_{d \mathscr{L}}-a_{\text {is a language such that }} \\
d_{d \mathscr{}} \mathscr{L}_{d \mathscr{L}-a}=d \mathscr{L}-a \text { and } \mathscr{L}_{d \mathscr{L}-a}(A)=\mathscr{L} A . \\
-291-
\end{gathered}
$$

$g \mathscr{L}$ such that for every $g=[A ; t] \in g \mathscr{L}$, every structure $[\alpha, \tau]$ of $g$ we have:
(1) $\rho g=[A, \vee g]$,
(2) $R g$ is a Vg -decomposition of $t$,
(3) there is an $\alpha$-decomposition $\xi$ of Vg such that $\tau=\xi \otimes R g$,
(4) if $[A] \Rightarrow t$, then $\operatorname{Vg} \in\{[A], t\}$,
(5) if $\rho g=g, g_{1} \in Q g$ then $\rho g_{1}=g_{1} \cdot$ Then $\rho$ is said to be a reducing transformation.

If $g=[A, t]$, then, by (2) and (3), $[A] \Longrightarrow V g \nRightarrow t$. Hence either $\rho g=[A,[A]]$ or $\rho g \in g \mathscr{L}$, If $V_{g}=[A]$, then, by (3), $[A] \Rightarrow t$ and the grammatical alement $[A, t]$ is sou. If $V g \neq[A]$, then, with respect to (3), the grammatical element $\rho g$ has exactly so many structures as $g$.

The importance of reducing transformations follows from the following theorem.
3.4. Theorem. (Theorem 9.4, [7]) Let $\rho$ be a reducing transformation for a language $\mathscr{L}$. Then $\mathscr{L}$ is sou. if and only if every $\rho$-invariant grammatical element $g$ (i.e. such that $\rho g=g \quad$ ) is sou..

Thus, investigating structural unambiguity it is not necessary to examine all the set $g \mathscr{L} \quad$ but only $\{g ; \rho g=g\} \quad$ where $\rho \quad$ is a reducing transformation.

A further important concept in paper [7] is that of isolable set.
3.5. Definition. (Def. 9.7,[7], Theorem 4.1,[12]) A nonempty set $a$ of metasymbols is said to be isolable if there is a reducting transformation $\rho$ such that
(1) if $\rho g=g, g_{1} \in Q g, g_{1}=[A, t]$, then $A \notin a$. - 292 -

As a consequent of Theorem $9.13,[7]$ we have:
3.6. Theorem. Let $a$ be an isolable set of metasymbols of $\mathscr{L}$ and let every $[A, t] \in g \mathscr{L}, A \in a$ be s.u. Then $\mathscr{L}$ is s.u. if and only if so is $\mathscr{L}_{d \mathscr{L}}-a$.

Now we shall investigate the relations between the structural unambiguity of a given language $\mathscr{L}$ and a new language $\mathscr{L}_{0}$ which is created from $\mathscr{L}^{\text {e }}$ in a way that in r-texts of $\mathscr{L}$ all symbols from a set $a$ of metasymbols are replaced by new terminal symbola.
3.7. Definitione Let $\mathscr{L}$ be a language, $a$ a set of metasymbols and $\varphi$ a transformation such that
(1) $\quad d \varphi=a \mathscr{L}, \varphi a=a \quad$ if $a \notin a, \varphi a \notin a \mathscr{L}$ if $a \in a$.
Denote by $\mathscr{L}_{a}^{\varphi}$ the language defined as follows:

$$
d \mathscr{L}_{a}^{g}=d \mathscr{L} \text { and } \mathscr{L}_{a}^{\Phi} A=\{\bar{\varphi} \alpha ; \alpha \in \mathscr{L} A\}
$$

where

$$
\bar{\varphi} t=\prod_{i=1}^{\lambda t}[\varphi t i] \quad \text { for every string } t
$$

A further important result for isolable sets is:
3.8. Theoreme (Theorem 9.11,[7]) If $a$ is an isolable set of a language $\mathscr{L}$ and $\mathscr{\rho}$ an one-to-one transformation satisfying (3.7.1), then $\mathscr{L}$ is s.u. if and only if so is $\mathscr{L}_{a}^{\varphi}$.
3.9. Definition. Let $\varphi$ be a transformation such that (3.7.1) holds and, moreover,
(1) $\left(A_{1}, A_{2} \in a\right) \wedge\left(\varphi A_{1}=\varphi A_{2}\right)$ if and only if $t\left(\mathscr{L}, A_{1}\right) \cap t\left(\mathscr{L}, A_{2}\right) \notin\{\wedge\}$.
If both languages $\mathscr{L}$ and $\mathscr{L}_{a}^{g}$ are s.u. or both are not s.u., then $a$ is said to be a weakly isolable set.

Hence, if $a$ is an (weakly) isolable set of metasymbols of a language $\mathscr{L}$, then $\mathscr{L}$ is s.u. if and only if so
is a simpler language. The rest of this section is devoted to the sufficient conditions for a set $a$ to be isolable or weakly isolable. Here the concepts of recognizable and strongly recognizable set play an important rôle. Roughly speaking a set $a$ of metasymbols is recognizable (or strongly recognizable) in a language $\mathscr{L}$ if it is possible to recognize in texts of the language the presence of inserted texts $t_{0} \in\{t ;[A] \rightarrow t, A \in a\}$, (and their beginnings and ends) in a way that certain recursive properties are satisfied (see (3.10.2) and (3.11.2)).
3.10. Definition. $x$ ) (Def.3.1,[12]) A subset $a \subset d \mathscr{L}$ is said to be recognizable ( $f$-recognizable) if there exists a function $f$ such that dlfcg $\mathscr{L}, 1 \leq$ $\leqslant f[A, t] \leqslant \lambda t$ for each $f[A, t] \in d f f$ and the following conditions are satisfied:
(1) If $A \in a,[A] \rightarrow t$, then $[A, t] \in d f$; if $[A] \Rightarrow t,[A, t] \dot{\epsilon} d f$, then $A \in a \quad$.
(2) If
(2a) $[A, t] \in d f,[\alpha, \tau] \in \bar{S}[A, t]$, $x=\iota \tau, x j \leq f[A, t]<x(j+1)$
then
(2b) $[\alpha j]=\tau j$ implies $f[A, \alpha]=j$ and $\left[\alpha j_{0}, \tau j_{0}\right] \in d f$ for no $1 \leqslant j_{0} \leqslant \lambda \alpha$ (2c) $[\alpha j] \rightarrow \tau j$ implies $f[\alpha j, \tau j]=$
$=f[A, t]-x j+1$.

[^0](3) If $g \in g^{\mathscr{L}}$ and $Q g \cap d f \neq \Lambda$, then $g \in d f$.
3.11. Definition. (Def. 3,2[12]) Let $a$ be an $f$-recognizable subset of $d \mathscr{L}$. We shall say that the functions $f_{0}$ and $f_{1}$ indicate the beginning and the end for $f$ if $d f_{0}=d l f=d l f_{1}, 1 \leq f_{0} g \leqslant f g \leqq f_{1} g \leqslant \lambda t$ for each $g=$ $=[A, t] \epsilon d f$ and the following conditions are satisfied:
(1) If $[A] \Rightarrow t$, then $f_{0}[A, t]=1, f_{1}[A, t]=\lambda t$.
(2) If
\[

$$
\begin{aligned}
& \begin{array}{l}
(2 a)[A] \rightarrow t,[\alpha, \tau] \in \bar{S}[A, t], x=L \tau, \\
\text { then }
\end{array} \quad<j \leqslant f[A, t]< \\
& \text { th } \\
&
\end{aligned}
$$
\]

$$
\text { (2b) }[\alpha j]=\tau j \text { implies } f_{0}[A, t]=1, f_{1}[A, t]=\lambda t
$$

$$
\text { (2c) }[\alpha j] \rightarrow \tau j \text { implies } f_{s}[A, t]=f_{s}[\alpha j, \tau j]+x j-1
$$

for $s=0,1$.
3.12. Definition. A subset $a \subset d \mathscr{L}$ is said to be strongly recognizable if there exist functions $f_{0}, f$ and $f_{1}$ such that $a$ is $f$-recognizable and the functions $f_{0}$ and $f_{1}$ indicate the beginning and the end for $f$. Now we define the sets of left and right delimiters for a set $a \subset d \mathscr{L}$.
$l$ del $a=$ sumbe $\{t ; A \in d \mathscr{L},[A] \Rightarrow \alpha ; 1 \leq i \leqq \lambda \alpha,[\alpha i] \Rightarrow \beta, \beta 1 \in a$; $\left.\alpha^{(1, i-1)} \overrightarrow{a_{2}}, t\right\}$
rdel $a=\frac{\text { symb }}{6}\left\{t ; A \in d \overrightarrow{\mathscr{L}},[A] \Rightarrow \alpha, 1 \leqslant i \leqslant \lambda \alpha,[\alpha i]_{\alpha} \vec{\rightarrow} \beta, \beta \lambda \beta, \beta \in Q\right.$;
The following lemma gives certain sufficient conditions
for a set $a$ to be strongly recognizable.
Roughly speaking, it is the case that if for a text $t$ and an $i$ such that $1 \leqslant i \leqslant \lambda t$ we know that a substring $t^{(j, k)}, j \leqq i \leqslant k$, was deriveted from on $A \in a$ then either $k=\lambda t$ or $k$ is-determined
by the first pair of aymbols such that the first of these symbols belongs to the set syombe and the second one is the right delimiter for $a$. Similarly for $j$ :
3.13. Lemmat (Lemma 3.5,[12]) Let $a$ be an $f$-recognizable subset of $d \mathscr{L}$. Put $Q=\{\propto i ; i=f[A, \alpha],[A] \Rightarrow \alpha\} ; \mathscr{L}=\mathscr{L}, \mathcal{L}-a$ and, for each $q \in Q, B_{q}=\{\propto ;[A] \Rightarrow \alpha, i=f[A, \alpha], \alpha i=q\}$, $a_{Q}=\left\{A ;[A] \Rightarrow \alpha \in \beta_{q}\right\}, B_{q}=\{u ; A \in a,[A] \Rightarrow \alpha$, $\left.f[A, \alpha]=j, \alpha j=q ; \mathscr{L}_{1}: \alpha^{(1, j)} \Rightarrow u\right\}, E_{q}=\{u ; A \in a,[A] \Rightarrow \alpha$, $\left.f[A, \alpha]=j, \alpha j=2 ; \mathscr{L}_{1}: \alpha^{(j, \lambda \alpha)} \Rightarrow u\right\}$.
Let $Q \subset a_{t} \mathcal{L}$ and let the following conditions are satisfied for every $q \in Q$ :
(1) If $\mu_{1}, \mu_{2} \in E_{q}$ and $\mu_{2}=\mu_{1} \times t, t \neq \Lambda$ then $t 1 \nmid$ rodes $a_{q}$
(2) If $\mu_{1}, \mu_{2} \in B_{q}$ and $\mu_{2}=t \times \mu_{1}, t \neq \Lambda$ then $t \lambda t \geqslant l d e \& a_{q}$
Then $a$ is strongly recognizable.
The importance of strongly recognizable sets follows from the following result.
3.14. Theorem. (Theorem 4.4,[12]) Let $a$ be a strongly recognizable subset of $d \mathscr{L}$. Let, for every $A_{1}, A_{2} \in Q$, $A_{1} \neq A_{2}$ implies $\ell\left(\mathscr{L}, A_{1}\right) *\left(\mathscr{L}, A_{2}\right)=\Lambda$. Then $a$ is an isolable set.

The following lemma, very often used in Section 6, gives sufficient conditions for a set $a$ to be strongly recognizable or weakly isolable in such a case that there is a set $Q$ of terminal symbols auch that $[A] \Rightarrow b$ is a rule of $\mathcal{L}$ and $b i \in Q$ if and only if $A \in a, i=1$. Thus, it is easy to recognize the beginning of an inserted text
derivated from an $A \in a$. Lemma 3.16 corresponds to the case in which it is easy to recognize the end of an inserted text and can be proved similarly as Lemma 3.15.
3.15. Lemme. (Lemma 5.7,[12]) Let $\Lambda \neq a \subset$ d $\mathscr{L}$, Let $\Lambda \in \mathcal{L} A$ for no $A \in a$, let $Q=\{\alpha 1 ; \propto \in \mathcal{L} A$, $A \in a\} \subset a_{t} \mathcal{L}$,
(1) $A \in d \mathscr{L},[A] \Rightarrow \alpha, \alpha i=2 \in Q$ implies $A \in a, i=1$. Denote, for every $q \in Q, \beta_{q}=\{\alpha ;[A] \Rightarrow \alpha, \alpha 1=q\}$, $a_{q}=\left\{A ;[A] \Rightarrow \alpha \in \mathcal{B}_{q}\right\}, \mathscr{L}_{1}=\mathscr{L}_{d x}-a$. If for each $q \in Q$ at least one of the conditions:
(2) symb $\left\{u^{(1,2 u-1)} ; \mathscr{L}_{1}: \alpha \rightarrow u, \alpha \in \mathcal{B}_{2}\right\} \cap$ mym象 $\left\{u ; \mathscr{L}_{1}: \alpha \overrightarrow{=} u, \alpha \in \mathcal{B}_{q}\right\}=\Lambda$,
(3) mymb $\left\{u^{(2, \lambda u)} ; \mathscr{L}_{1}: \alpha \equiv u, \alpha \in \mathcal{B}_{q}\right\} \cap$ noel $a_{q}=\Lambda$ holds then $a$ is a strongly recognizable set.

If for each $q \in Q$ either conditions (2),(4) and (6) or conditions (3),(5) and (6) hold where
(4) symbe $\left\{u ; \mathcal{L}_{1}: \alpha \Rightarrow \mu, \alpha \in \mathcal{B}_{\mathcal{Z}}\right\} \subset a_{t} \mathscr{L}$,
(5) if $A_{1}, A_{2} \in a, t\left(\mathscr{L}, A_{1}\right) \cap t\left(\mathscr{L}, A_{2}\right) \neq \Lambda, A_{1} \in$ rel $a_{2}$, then $A_{2} \notin$ symb $\left\{u^{(2, \lambda u)} ; \mathscr{L}_{1}: \alpha \Rightarrow \mu, \alpha \in \mathcal{B}_{a}\right\}$;
(6) if $B \in d \mathscr{L} ; \alpha_{1}, \alpha_{2} \in \mathscr{L} B, \alpha_{1} \neq \alpha_{2}, \lambda \alpha_{1}=\lambda \alpha_{2}$ then there exists an $i$ such that $1 \leq i \leq \lambda \alpha_{1}$ and either $\left\{\alpha_{1} i, \alpha_{2} i\right\} \notin a$ or $t\left(\mathscr{L}, \alpha_{1} i\right) \cap \pi\left(\mathscr{L}, \alpha_{2} i\right)=\Lambda$. Then $a$ is a weakly isolable set.
3.16. Lemma. Let $\Lambda \neq a c d \mathscr{L}$, let $\Lambda \notin \mathscr{L} A$ for $A \in a$, let $Q=\{\alpha \lambda \alpha ; \alpha \in \mathscr{L} A, A \in a\} \subset a_{t} \mathcal{L}$, let
(1) $A \in d \mathscr{L},[A] \Rightarrow \alpha, \sigma i=q \in Q$ implies $A \in a$, $i=\lambda \propto$.

Denote, for every $q \in Q, \mathcal{B}_{2}=\{\alpha ;[A] \Rightarrow \alpha, \alpha \lambda \alpha=q\}$, $a_{q}=\left\{A ;[A] \Rightarrow \alpha \in \mathbb{G}_{q}\right\}, \mathscr{L}_{1}=\mathscr{L}_{d t} \mathcal{L}-a$. If for each $q \in Q$ at least one of the conditions (2) and (3) holds, where:

(3) symb- $\left\{u^{(1, \lambda u-1)} ; \mathscr{L}_{\eta}: \alpha \Rightarrow u, \alpha \in{\underset{q}{q}}\right\} \cap$ ldel $a_{q}=\Lambda$.

Then $a$ is a strongly recognizable set.
If for each $q \in Q$ either conditions (2),(4) and
(3.15.6) or conditions (3),(5) and (3.15.6) hold where:
(4) symb $\left\{u ; \mathscr{L}_{1}: \alpha \equiv \mu, \alpha \in \mathcal{B}_{q}\right\} \subset a_{t} \mathscr{L}$
(5) if $A_{1}, A_{2} \in a, t\left(\mathscr{L}, A_{1}\right) \cap t\left(\mathscr{L}, A_{2}\right) \neq \Lambda, A_{1} \in \frac{l d e l}{} a_{Q}$ then $A_{2} \notin$ symb $\left\{u^{(1, \lambda u-1)} ; \mathscr{L}_{1}: \propto \vec{B}, \alpha \in \mathcal{B}_{q}\right\}$,
then $a$ is a weakly isolable set.
3.17. Definition. A set $a \subset d \mathscr{L}$ is said to be paranthesized if there are two sets $R$ and $L \subset a_{t} \mathscr{L}$ such that
(1) $A \in d \mathscr{L},[A] \Rightarrow \alpha, \alpha i \in L(\in R)$ if and only if $A \in a, i=1(=\lambda \alpha)$.

As a-special case of Lemma 3.15 we have
3.18. Theorem. (Theorem 6.2,[12]) Let $a$ be a paranthesized subset or $d \mathscr{L}$ and let conditions (3.15.6) be satisfied. Then $a$ is weakly isolable.

At last we give one result from paper [13].
3.19. Theorem. Let $\mathscr{L}_{0}, \mathscr{L}_{1}, \ldots \mathscr{L}_{n}$ be languages such that for every $i=1,2, \ldots, n$ there exist $A_{i}, \alpha_{i}, j_{i}, k_{i}, X_{i}$ such that
(1) $A_{i} \in d \mathscr{L}_{i-1}, \alpha_{i} \in \mathscr{L}_{i-1} A_{i}, 1 \leqslant j_{i} \leqslant{k_{i}} \leqslant \lambda \alpha_{i}, x_{i} \notin a \mathscr{L}_{i-1}$ and, moreover,
(2) $d \mathscr{L}_{i}=d \mathscr{L}_{i-1} \cup\left\{X_{i}\right\}, \mathscr{L}_{i} B=\mathscr{L}_{i-1} B$ if $B \notin\left\{A_{i}, X_{i}\right\}$, $\mathcal{L}_{i} A_{i}=\left(\mathscr{L}_{i-1} A_{i}-\left\{\alpha_{i}\right\}\right) \cup\left\{\alpha_{i}^{\left(1, j_{i}-1\right)} \times\left[x_{i}\right] \times \alpha_{i}^{\left(n_{i}+1, \lambda \alpha_{i}\right)}\right\}, \mathscr{L}_{i} X_{i}=\left\{\alpha_{i}^{\left(j_{i}, A_{i}\right)}\right\}$. Then the language $\mathscr{L}_{n}$ is said to be the extension of $\mathscr{L}_{0}$. Moreover, $\mathscr{L}_{n}$ is s.u. if and only if so is $\mathscr{L}_{0}$.

## 4．ALGOL 60 and the structural unambiguity

The language ALGOL 60 （speaking of it in the following we shall keep in mind the syntax of this language without the li－ mitations given in the non－formal parts of［1］）is neither structurally unambiguous nor weakly structurally unambiguous． Some ambiguities have already been referred to by different authors and a few have been removed（see［15］）．But even after these modifications ALGOL 60 is not structurally unambiguous．

Structurally ambiguous（s．a．）are grammatical elements＇ ［＜open string〉，t］．For example a grammatical element［＜open string ，$\left.a^{n}\right]$ x）has $n+2$ different structures．More－ over，the grammatical element［＜procedure heading＞，＜empty＞］ is s．a．even then each terminal grammatical element［＜procedure heading＞，t． 1 is s．u．．In both cases it is possible to remove this structural ambiguity by alight modification of ALGOL 60. From the point of view of the definition of semantics it is sufficient for a given language to be weakly structurally un－ ambiguous and therefore it is not necessary to remove the am－ biguity in［＜procedure heading＞，＜empty＞］－

The second group of structurally ambiguous grammatical elements deserves a more profound attention．To this group be－ long grammatical elements［〈primary＞，$t$ ］，［〈expression〉，$\left.t_{1}\right]$ ， ［〈actual parameter〉，$t$ ］where $t$ is an 〈identifier〉－ text and $t_{1}$ an 〈expression〉－text which does not con－ tain symbols of arithmetic and logical operators．For example $t_{1}=$ if（if a then $b$ eloe $c$ ）then a else（s）． $x$ ）by $a^{n}$ we denote the sequence of length $n$ ，$i-t h-e l e-$ ment of which is $a$ ．

In all these casee we have structurally ambiguous grammatical elements (for example the grammatical element [< expression>, $t_{1}$ ] has atructures [[<arithmetic expression $\left.\rangle],\left[t_{1}\right]\right]$, $\left[[\langle\right.$ boolean expression $\left.\rangle],\left[t_{1}\right]\right]$ and $[[<$ designational expression $\left.\rangle],\left[t_{1}\right]\right]$ ) and, moreover, if $\left[\alpha_{1}, \tau_{1}\right]$ and $\left[\alpha_{2}, \tau_{2}\right]$ are two different structures, then $\alpha_{1} \neq \alpha_{2}$, $\tau_{1}=\tau_{2}$. In some cases it is possible "from a context to determine the only structuren but not always. For example, for the grammatical element [<actual parameter>, [a]] it is sometimes possible only dynamically to determine whether 2 is an identifier of the variable of the real or the boolean type or an identifier of procedure etc. There are troublea with removing of structural ambiguity of this type due to the fact that identifier may denote elements of various character and that operators ( ) and if tnen else may have operands of various character (for example: arithmetic expressions, boolean expressions, statements and so on). It has been proved (see R.IT. Floyd,[9]) that there is no language $\mathscr{L}$ which has a finite set of rules and such that for some $A \in \mathbb{L} \mathcal{L}$ the set $t_{t}(\mathcal{L}, A)$ contains all texts which "are obviously" ALGOL" $s$ programs and does not contain such texts which "obviously are not" ALGOL' s programs (if we take into consideration the limitations given in non-formal parts of [1]).

As ALGOL 60 is neither etructurally unambiguous nor weakly atructurally unambiguous we have made changes in its syntax in order to obtain the structural unambiguous language which differs from algol 60 as little as possible and contains all

ALGOL＇s texts．We have called the language obtained in this way ALGOL MCD and its definition is given in Section 5.

At the construction of ALGOL MOD the syntax of ALGOL 60 was modified as follows：

1．Comments are defined similarly as the other elements of the language．For this purpose new metasymbols＜begin＞，〈end＞，〈 comment＞and 〈；＞are introduced．

2．We do not divide expressions into arithmetic expressions， boolean expressions and designational expressions．This is the main change and it agrees with Wright＇s proposel（see［16］） for a generalization of ALGOL．

3．In expressions if then $t_{1}$ else $t_{2}$ for $t$ any conditional expression can be given．
（These are the essential arrangements that change the set of terminal text generated by language ALGOL 60．Besides，so－ me additional arrangements have been made but they have no in－ fluence on the set of terminal texts．）

4．We do not use the metasymbols denoting various types of identifiers（see K．Čulik［6］）．

5．〈 function designator＞denotes only a function with parameters．

6．The modification of syntax for 〈 open string＞，〈unlabelled block 〉，〈unlabelled compound 〉 and for so－ me other metasymbols．

## 5．ALGOL MOD．

In the next section the proof of structural unambiguity of language ALGOL MOD will be given．For this purpose we shall construct the sequence of languages $\mathscr{L}_{0}=$ ALGOL MOD，
$\mathscr{L}_{1}, \ldots, \mathscr{L}_{12}$ such that the language $\mathscr{L}_{i+1}$ is s．u．if and only if so is $\mathscr{L}_{i}$ ．The language $\mathscr{L}_{12}$ is already so simple that it is easy to verify its s．u．．Definition of ALGOL MOD is given below in such a form which enables us to see the analogy between ALGOL 60 and ALGOL MOD as well as pos－ sible．We shall use symbol $::=$ instead of $\Rightarrow$ ．Sequence of characters enclosed in the brackets 〈．．．＞repre－ sents，similarly as in ALGOL 60 the only metasymbol and this sequence will be chosen in a way to display the analogy with the corresponding metasymbol of ALGOL 60 （for example metasym－ bol＜form．par．part＞corresponds to the metasymbol〈formal parameter part＞of the language ALGOL 60．Similar－ ly as in ALGOL 60，underlining is used for defining indepen－ dent terminal symbols，for example begin，DE ．The for－ mulas by which the sets $\mathscr{L}_{0} A, A \in d l \mathscr{L}$ 。 are defined （similarly as in［l］we shall speak about metalingistic for－ mulas）are preceded by some integers．The first integer deno－ tes the current number of this formula and the others the cur－ rent number of the given formula，or formulas which arose from the given formula at the extension $x$ ）of the language $\mathscr{L}_{0}$ ，in the sequence of formulas by which the language $\mathscr{L}_{1}$ is defi－ ned．Definition of the language $\mathscr{L}_{1}$ is given in the next section．This numeration is made in order to display the rela－ tion between languages $\mathscr{L}_{0}$ and $\mathscr{L}_{1}$ ，because in the sequen－ ce of fomalas defining language． $\mathscr{L}_{1}$ there is a different

[^1]```
    ordering of formulas being discussed in the next section.
        5.1. Definition of the language ALGOL MOD.
        5.1.1. Basic concepts.
        5.1.1.1. Basic symbole.
        (1-53) <letter>::=a|b|c|d|e|f|g|h|i|j|k|I|m|
        n|olp|q|r|s|t|u|viw|x|y|=|
        A|B|C|D|E|F|G|H|I|J|K|L|M|
        N|O|P|Q|R|S|T|U|V|W|X|Y|Z
```



```
(3-55) <log.value\rangle:: = true | falpe
(4-1) <delimiter>:: = <operator> | <separator> | <bracket>|
    |<declarator> | < epecificator >
(5-2) <operator>: : = <arith.op.> | <rel.op.> | <log.op.> |
    |<seq.op.>
(6-3) \langlearith.op.\rangle: := + 1-1\times1-1\div1\uparrow
(7-56) <rel.op.>:: = < |\leqq 1=1\geqq > | #
(8-4) <log.op.>:: = \equiv|つ|u|\cap|\neg
(9-5) \langleseq.op.\rangle:: = go to I if I then I eloe I for I do
(20-6) <separator>: : = u l. | 10 | : |; |:= | | step |until|
                                    |while I comment
(11-7) 〈bracket>::= (|)|[1]|01n| begin| end
(12-8) 〈declarator>::= own\boolean| integer |real |array|
    I switch I nrocedure
(13-9) <specificator>:: = string | label | value
(14-10) <babic aymbol>: : = <letter> | < digit> | <log.value>
                                    | <delimiter>
(15-69) \mathscr{L}\mp@code{(<empty>) ={^{ .}
```

5．1．1．2．Comnents．

```
(16-14) \(\mathscr{L}_{0}\langle\) sequencel \(\rangle=\underline{\Delta}\left(a_{t} \mathscr{L}_{0}-\{\text { end } ; \text {; else\} })^{x}\right)\)
(17-15) \(\quad \mathscr{L}_{0}\langle s e q .2\rangle=\underline{D}^{( }\left(\alpha_{t} \mathscr{L}_{0}-\{;\}\right)\)
    (18-16) \(\mathscr{L}_{0}\langle s e q .3\rangle=\underline{B}\left(\alpha_{t} \mathscr{L}_{0}-\{r, 1\}\right)-\{\wedge\}\)
(19-11) 〈end〉:: end 〈 sequencel〉
(20-12) 〈comment〉: \(:=\) comment 〈seq. 2\(\rangle\)
(21-18) \(\langle;\rangle:=; 1 ;\) <comment〉<; >
(22-19) 〈begin>::= begin |begin 〈comment〉〈; >
```

5．1．1．3．Identifiers．
（23－70）〈ident．〉：：＝〈letter＞｜＜ident．〉〈letter＞｜ ｜＜ident．〉＜digit＞

5．1．1．4．Numbers．
（24－71）〈uns．integer〉 ：：＝〈digit＞｜〈uns．integer＞＜digit＞
(25-72) 〈integer〉: : = 〈uns.integer> \| 〈add.op.〉〈uns.integer〉
(26-57) 〈decimal fraction〉:: = . 〈uns.integer〉
(27-58) 〈exponent part>::= ${ }_{10}$ 〈integer〉
(28-73) 〈decimal number>: : = <uns.integer>|<decimal
fraction $>1$
｜〈uns．integer＞＜decimal fraction＞
（29－74）〈uns．number〉：：＝〈decimal number〉｜＜exponent part＞1
｜＜decimal number＞＜exponent part＞
5．1．1．5．Stringe．
（30－17）〈open string＞：：＝＜seq． $3>\left.\right|^{\wedge}$ 〈open string＞＂＜open string＞＞ ＜＜seq． $3>^{\wedge}$＜open string＞＾＾open string＞1 ｜＜empty＞
$x$ ）Thus $\mathscr{L}_{0}$ ：〈sequencel〉：：$=t$ if and only if $t$ is a termi－ nal string such that $t i \in\{$ pnd，；else $\}$ for no $i$ ．

5．1．2．Expressions．
5．1．2．1．Variables．
（32－35）〈subscr．list＞：$:=$ 〈expr．〉｜＜subscr．list＞，〈expr．〉
（33－2l－44）〈subscr．variable〉：：＝〈ident．〉［＜subscr．iist＞］
（34－75）〈variable＞：：＝＜ident．〉｜＜subscr．variable〉

5．1．2．2．Function designators．
（35－37）〈act．param．〉：：＝〈string＞｜＜expr．＞
（36－43）〈letter string＞：：＝〈letter〉｜〈letter string＞
＜letter＞
（37－51－20）〈param．del．＞：：＝ $\mid$ ）＜letter string＞：（
（38－36）〈act．par．list＞$:=$ 〈act．param．＞｜＜act．par．list＞｜ ｜〈param．del．〉 〈act．param．〉
（39－22－45）〈f．design．〉：：＝〈ident．〉（＜act．par．list＞）

5．1．2．3．Expressions．
（40－59）〈add．op．〉：$:=+1-$
（4l－60）$\langle$ mult．op．$\rangle:=x \mid / 1 \div$
（42－114－＜primary＞：$:=$＜uns．number＞｜＜variable＞｜＜f．designa＞｜
－30－50）$\quad \mid<$ log．value $>\mid$（＜expr．＞）
（43－76）〈term－1＞：：＝〈 primary＞｜〈term－1＞$\uparrow$＜primary＞
（44－77）〈term－2〉：：＝〈term－1〉 $\mid\langle t e r m-2\rangle\langle m u l t . o p$.
＜term－1＞
（45－78）$\langle t e r m-3\rangle::=\langle$ term－2〉｜〈add．op．〉〈term－2＞｜
｜〈term－3〉 〈add．op．〉〈term－2 〉
（46－79）〈term－4〉：：＝〈term－3〉 〈rel．Op．〉〈term－3＞1
1＜term－3＞
（47－80）〈term－5＞：：＝〈term－4＞｜r〈term－4〉


|<label>: <compound stat.〉


5．1．3．7．Procedure statemente．
（77－97）〈procedure stat．〉：：＝〈f．design．〉｜＜ident．＞
5．1．4．Declarations．
（78－98）〈declar．〉：：＝〈type decl．＞｜＜array decl．＞｜ ｜＜awitch decl．＞｜＜proc．decl．＞

5．1．4．1．Type declarations．
（79－y9）〈type list＞：：＝〈ident．〉｜＜type list〉，〈ident．〉
（80－61）〈type＞：：＝neal｜boolean｜integer
（81－100）〈1．or o．type〉：：＝〈type＞｜own 〈 type〉
（82－101）〈type decl．〉：$:=\langle$ l．or o．type 〉 〈 type list〉
5．1．4．2．Array declarations．
（83－40）〈bound pair＞：$:=\langle$ expr．〉：〈expr．〉
（84－41）〈b．p．list〉：：＝〈bound pair〉｜〈b．p．list〉， ＜bound pair＞
（85－28－48）〈array segm．〉：：＝〈ident．〉［ 〈b．p．list＞］｜ ｜＜ident．＞，＜amray segm．＞
（86－102）〈array list＞：：＝＜array segm．＞ ｜＜array list＞，〈array segm．〉
（87－103）〈array decl．〉：：＝array＜array list＞ 1 1 ＜ 1.0 or o．type＞array＜array list＞

5．1．4．3．Switch declarations
（88－104）〈 switch list〉：：＝〈expr．〉｜〈ewitch list〉，〈expr．〉
（89－105）〈switoh decl．＞：：＝owritch＜ident．＞：＝〈awitch list＞
5．1．4．4．Procedure declarations．
（90－42）〈form．par．list＞：：＝〈ident．＞
｜＜Cormpar．list＞〈param．del．〉〈ident．〉

| （91－29－49） | ＜form．par．part＞：＝＜ident．＞｜＜ident．＞ |
| :---: | :---: |
|  | （＜form．par．list＞） |
| （92－106） | 〈ident．list＞：$=$ 〈ident．＞｜＜ident．list＞，＜ident．＞ |
| （93－107） | $\langle$ specifier＞：：＝string｜＜type＞｜array｜＜type＞array｜ |
|  | ｜labrel｜switch I procedure |
|  | 1＜type＞proceduke |
| （94－68） | ＜specif．part＞：：＝value $\langle$ ident．list＞＜；＞ |
|  | ｜＜specifier〉＜ident．list〉〈；＞｜ |
|  | ｜〈specif．part＞＜specifier＞ |
|  | ＜ident．list＞＜；＞ |
| （95－67－113） | 〈proc．head．〉：：＝＜form．par．part＞＜；＞＜specif．part＞｜ |
|  | 1＜form．par．part＞＜；＞ |
| （96－108） | 〈proc．body＞：＝＜statement＞ 1 〈 code＞ |
| （97－109） | 〈proc．decl．〉 ：：＝procedute 〈proc．head．〉 |
|  | ＜proc．body＞｜＜type＞proceduze |
|  | 〈proc．head＞＜proc．body＞ |

## 6．Structural unambiguity of ALGOL MOD．

In the preceding section it has been mentioned that in proving the structural unambiguity of ALGOL MOD we shall con－ struct the sequence of languages $\mathscr{L}_{1}, \mathscr{L}_{2}, \ldots, \mathscr{L}_{12}$ ．The sequence of metalingristic formulas by which these languages are defined is given below．To the definition of language $\mathscr{L}_{i}, \quad i=1,2, \ldots, 8$ belongs that part of the given se－ quence which begins with the formula preceded by $: \mathscr{L}_{i}$ and ends with the formula preceded by the symbol $\mathscr{L}_{i}:$ ．For ot－ her languages，i．e．for $\mathscr{L}_{9}, \mathscr{L}_{10}, \mathscr{L}_{11}, \mathscr{L}_{12}$ ，the corres－ ponding metalingvistic formulas form two seaparate sequences
designated similarly for both parts．
It is easy to see，from the definition of languages $\mathscr{L}_{0}$ and $\mathscr{L}_{1}$ ，that $\mathscr{L}_{1}$ is the extension of $\mathscr{L}_{0}$ ．At the exten－ sion those metalingvistic formulas of language $\mathscr{L}_{0}$ were changed which are marked on the left by an $n$－tuple of inte－ gers with $m \geqq 2$ ．These integers，except the first，deno－ te the formulas of language $\mathscr{L}_{1}$ which arose from the given formula．This designation enables us easily to determine how the extension has been made and which new metasymbols have been introduced．

Each formula by which the language $\mathscr{L}_{1}$ is defined is preceded by a pair of integers．The first one denotes the cur－ rent number of the given formula and the second one the corres－ ponding formula of language $\mathscr{L}_{0}$ ．In order to arrange a com－ pact and clear inscription of languages $\mathscr{L}_{1}$ to $\mathscr{L}_{12}$ ，the order of metalingvistic formulas of language $\mathscr{L}_{1}$ differs from the order of formulas in the definition of $\mathscr{L}_{0}$ ．

6．1．Definition of languages $\mathscr{L}_{1}, \mathscr{L}_{2}, \ldots, \mathscr{L}_{12}$ ． $: \mathscr{L}_{1}(1-4)$ 〈delimiter＞：$:=$ 〈operator＞｜〈separator＞｜
｜＜bracket＞｜＜declarator＞｜＜apecificator＞
（2－5）〈 operator＞：：＝〈arith．op．＞｜＜rel．op．＞｜
｜〈log．op．＞｜＜seq．op．＞
（3－6）〈arith．op．〉：：$=+1-\mid \times 1-1 \div 1 \uparrow$
（4－8）〈log．op．〉：：＝＝vivinlr
（5－9）$\langle$ seg．op．＞：：＝go to｜if Ithen｜else Ifor｜dorl
（6－10）〈 separator＞：：$=u|\cdot| \frac{1}{10}|:|;|:=1$ ，｜sten｜
｜until｜while I comment
（7－11）〈bracket＞：：＝（｜）｜［｜］｜r｜＂｜begin｜end （8－12）〈 declarator＞ $\mathrm{s}:=$ own｜boolean $\mid$ integer $\mid$ real $\mid$
larkay 1 switch I procedrcke

```
    (9-13) < specriticator>::= string l label\ value
    (10-14) < basic symbol>::= <letter> | <digit > |
                                    |<log.value > | < delimiter >
:\mathscr{L}
    (12-20) <comment >::= comment <seq.2>
:\mathscr{L}
```




```
    (16-18) 并 <seq.3> = S (a
    (17-30) 〈open string>:: = <seq. 3> \ ' <open string>`
        <open string> | <empty > | <seq.3> 「
        <open string>" <open string >
:\mathscr{L}
    (19-22) 〈begin>:: = bregin | begin <comment> <; >
:\mathscr{L}
:\mathscr{L}
    (22-39) 〈f.design.> :: = 〈 ident.> <PARAM >
    (23-53) 〈COND.EXPR.1>:: = 〈if clause> <expr.>else
    (24-71) 〈if stat.> ::= <if clause><unc.stat.>
    (25-72) <B.COND.STAT.1>::= <if clause>
                                    <unc.stat.> else
    (26-72) <FOR COND.STAT.>::= <if clause> < for stat.>
    (27-76) 〈UNL.FOR STAT.>::= 〈 for clause>
                                    <statement >
    (28-85) 〈array segm.>::= <ident.> <SEGMENT>।
    |<ident.> , <array segm. >
    (29-91) <form.par.part>::= <ident.>|<ident.>
                        < FORM.P.P.>
```

```
    (30-42) 〈PRIMAR>::= <PRIM >
    (3l-64) 〈block>::= <unlab.block> | <label>:\langleblock>
    (32-63) <compound stat.>::= <unlab.compound>।
        |<label>: < compound stat.>
:\mathscr{L}
    (34-72) <B.COND.STAT.>::= <B.COND.STAT.1>
                                    <statement >
:\mathscr{L}
                                    <expr.>
(36-38) <act.par.list> : : = <act.param.> |
    <act.par.list> < param.del.> <act.param.>
(37-35) <act.param.>:: = 〈string > | <expr.\rangle
(38-73) 〈f.l.element\rangle::=\langleexpr.>| <expr.\rangle ster
        <expr.> until <expr.> | <expr.> while <expr.>
(39-74) < for list>::= <f.l.element> | <for list >,
                                    <f.l.element >
(40-83) <bound pair>:: = <expr.>: <expr.>
(41-84) 〈b.p.list \rangle::= < bound pair>| <b.p.list\rangle,
        <bound pair>
(42-90) \langleform.par.list\rangle:: = <ident.> | <form.par.list>|
                                    <param.del.> < ident. >
(43-36) <letter string>:: = <letter>| <letter string>
(44-33) \langleINDEX>::= [<subscr.list > ]
(45-39) 〈PARAM \rangle:: = (<act.par.list > )
(46-52) <if clause> :: = if <expr.> then.
(47-75) 〈for clause\rangle:: = for <variable\rangle:=\langlefor list\rangledo
(48-85) 〈SEGMLNT> :: = [< b.p.list > ]
(49-91) 〈FORM.P.P.> :: = (< form.par.list > )
```

```
    (50-42) <PRIM >:: = (< expr.> )
    (51-37) 〈param.del.> : : = ,|PPAR.DEL.>
: \mathscr{Lg}(52-69) 〈go to stat.>::= g\sigma to < expr.>
    (53-1) <letter> : : = a|b|c|d|e|f|g|h|i|j|k|
                                    |I|m|n|olp|q|r|s|t|u|v|
                                    |w|x|y|z|A|B|C|D|E|F|G|
                                    |H|I|J|K|LIM|N|O|P|R|S|
                                    |Q|T|U|V|W|XIY|Z
        (54-2) \langledigit\rangle::= 011 12|314|5|6|718|9
    (55-*3) <log.value\rangle:: = true | false
    (56-7) <rel.op.>:: = < 1\leqq 1=1\geqq > | =
    (57-26) 〈decimal fraction>::= . 〈uns.integer >
    (58-27) 〈exponent part > : := 10 〈integer >
    (59-40) <add.0p.>: : = + 1 -
    (60-41) <mult.op.>::=> 1/ 1 %
    (61-80) 〈type>:: = real | integer | boolean
: \mathscr{L}}1
    (63-72) <cond.stat.> : := <if stat.> | < B.COND.STAT.> |
                            |<FOR COND.STAT.> | <label > : < cond.stat.>
:\mathscr{L}
    (65-60) 〈declar.list.> : : = <declar.> | DECL.> < declar.>
    (66-62) \langleunlab.block\rangle::=\langlebegin>\langleUN.BL.l><stat.list\rangle .
                                    < end >
    (67-95) < proc.head.> ::= <PR.HEAD > < specif.part > 1
                                    | < PR.HEAD >
    (68-94) <specif.part>: : = value <ident.list><; >1
```



```
            < specifier > < id ent.list > < ; >
```

```
: \mathscr{L}
    (70-23) < ident.>::= <letter > | <ident.> <letter > |
                        |<ident.> < digit>
    (71-24) <uns.integer>::=<digit>| <uns.integer >
                                    <digit >
    (72-25) <integer> : := <uns.integer > |<add.op.>
                        <uns.integer >
    (73-28) <decimal number>: : = <uns.integer> |
        |<decimal fraction> | uns.integer >
        <decimal fraction>
    (74-29) <uns.number >: : = <decimal number > |
        <<exponent part > |<decimal number >
        <exponent part>
    (75-34) <variable>::= <ident.> | < subscr. variable.>
    (76-43) <term-1 \rangle:: = <primary > | <term-1\rangle \uparrow
                                    <primary >
    (77-44) \langleterm-2\rangle::=\langleterm-1\rangle | <term-2 \rangle
                <mult.op.> < term-l >
    (78-45) \langleterm-3\rangle:: = \langleterm-2\rangle | < add.op.\rangle\langleterm-2\rangle|
                                    |<term-3 > < add.op.> <term-2>
    (79-46) \langleterm-4\rangle::= \langleterm-3\rangle> < rel.op.> <term-3>|
                                    |<term-3>
    (80-47) 〈term-5\rangle::= <term-4\rangle | ᄀ〈term-4>
    (81-48) \langleterm-6\rangle:: = 〈term-5\rangle | <term-6\rangle n\langleterm-5\rangle
    (82-49) \langleterm-7\rangle:: = \langleterm-6 \ | <term-7> U <term-6\rangle
    (83-50) \langleterm-8>:: = 〈term-7> | <term-8\rangle` \term-7>
    (84-51) 〈term-9\rangle::= <term-8\rangle | <term-9\rangle ¥<term-8\rangle
    (85-54) 〈label>:: = 〈ident.〉 | <uns.integer >
```

| （86－55） | ＜unlab．b．stat．＞：：＝＜assign．stat．＞｜＜go to stat．＞｜ <br> 1＜dumme atat．＞｜＜procedure stat．＞ |
| :---: | :---: |
| （87－56） | 〈basic stat．〉：：＝＜unlab．b．stat．＞｜＜label＞： |
|  | ＜basic stat．＞ |
| （88－57） | ＜unc．stat．＞：$:=$＜basic stat．＞ $\mid$＜compound atat．＞1 |
|  | 1＜block＞ |
| （89－59） | ＜statement＞：$:=$＜unc．stat．＞｜＜cond．stat．＞｜ |
|  | 1＜for stat．＞ |
| （90－61） | 〈unlab．compound＞：：＝〈 begin＞＜stat．list＞ |
|  | ＜end＞ |
| （91－65） | 〈program＞：$=$－block＞ 1 〈 compound stat．〉 |
| （92－66） | $\langle$ left part＞＊：$=$＜variable＞：＝ |
| （93－67） | $\langle\mathrm{l}$ p．list＞：：＝〈left part＞｜＜l．p．list＞ |
|  | ＜Left part＞ |
| （94－68） | $\langle$ assign．stat．〉：：＝＜l．p．list＞＜expr．＞ |
| （95－70） | ＜dummy stat．＞：＝＜empty＞ |
| （96－76） | 〈for stat．＞：$:=\langle$ UNL．FOR．STAT．〉｜〈label＞： |
|  | 〈for．stat．＞ |
| （97－77） | 〈procedure stat．〉：：＝＜f．design．〉｜〈ident．〉 |
| （98－78） | $\langle$ declar．〉：$: \times$＜type decl．〉｜＜array decl．〉｜ |
|  | ｜＜switch decl．〉｜＜proc．decl．〉 |
| （99－79） | 〈type list＞：$:=\langle i d e n t\rangle \mid.\langle t y p e l i s t\rangle$ ， |
|  | ＜ident．＞ |
| （100－81） | 〈1．0r．O．type＞：$:=$ 〈type＞｜own＜type＞ |
| （101－82） | $\langle$＜ype decl．〉：：$=\langle 1.0 r$ o．type 〉 〈type list〉 |
| （102－86） | 〈array list＞：$=$＝〈array segm．〉｜＜array list＞， |
|  | 〈 array segm．〉 |
| （103－87） | 〈array decl．＞：＝arrau＜array list＞1 |
|  | 1 〈l．or o．type〉 arkay＜array list＞ |

```
            (104-88) < switch list > :: = < expr.> | < switch list>,
                                < expr.>
            (105-89) <switch decl.>::= switch <ident.>: =
                <switch list>
            (l06-92) 〈ident.list\rangle ::= <ident.> | <ident.list>,
                        <ident.>
            (107-93) <specifier > :: = string/<type >|array| <'type>
                        array | label I switch I procedure |
                                    <<type > procedurse
            (.108-96) < proc.body > : := <statement > | < code >
            (109-97) <proc.decl.\rangle ::= precedure < proc.head>
                < proc.body > | < type> proceduke < proc.head>
                < proc.body >
            (110-59) <STAT> :: = < stat.list> < ; >
            (111-60) <DEGL\rangle::= <declar.list > <; >
            (112-62) <UN.BL.l> : = = <declar.list> <; >
            (113-95) \langlePR.HEAD \rangle::= < form.par.part\rangle\langle; >
\mathscr{L}
            |<f.designo> | <log.value > | < PRIMAR >
                        <COND.EXPR.1> :: = IE < expr.> else
                            <B.COND.STAT.1\rangle : : = I民 <unc.stat.> else
            :\mathscr{Lg}\langleFOR COND.STAT\rangle ::= IE < for stat.>
            \langleif stat.> :: = IE <unc.stat.>
            <UNL.FOR STAT.> :: = F\mathcal{F}}< < statement >
                    :\mathscr{L}
    <f.design.\rangle :: = <ident.> \rho\mathcal{R}
```



```
    <array segm.>
    <form.par.part\rangle ::=\langleident.\rangle | <ident.> \mathcal{R}
```

```
        < PRIMAR > : : = 椟
        <block > : : = U及|<label> : < block >
        \mathscr{L}
    < compound stat.>
    <COND.EXPR.> : : = 龵 < expr.>
```



```
    <expr.> ::=<term-9> | \varphi|
\mathscr{L}}11:\langlecond.stat.> ::=<if stat.> 1 \tilde{\mathcal{O}
    <FOR COND.STAT.> |<label>: < cond.stat.>
    <stat.list> : : = <statement > | \varphi\mathcal{F}}< statenent>
    <declar.list>: = <declar.> | DEE <declar.>
    <unlab.block > : : = <begin > DE < stat.list >
        <end >
        <proc.head>: := \mathscr{J}\mathrm{ DE| {TV}
        \mathscr{L}}12\mp@code{:<specif.part> ::= value <ident.list><;>1
        |<specifier > < ident.list><;>|
    |DE< specifier> < ident. list><;>
```

It is obvious that all these languages satisfy condition （3．1．1）and it is easy to prove，by using the results of paper ［14］that condition（3．1．2）is also satisfied． 6．2．In Section 6.4 it will be proved，for $i=1,2, \ldots, 11$ that，languages $\mathscr{L}_{i+1}$ and $\mathscr{L}_{i}$ are in one of the following three relations：
$\begin{array}{ll}\text { R1 } & \mathscr{L}_{i+1}=\mathscr{L}_{i} d \mathscr{L}_{i}-a_{i}\end{array} \quad$ where $\quad$ each grammatical element $[A, t]$ where $A \in a$ is s．u．and，moreover，if $B \in d \mathscr{L}_{i}-a_{i}$ and $[B] \Rightarrow t$ then sumb $\{t\} \cap a=\Lambda$

R2 $\quad \mathscr{L}_{i+1}=\mathscr{L}_{i_{d X_{i}}}-a_{i} \quad$ where
R2.1 $a_{i}$ is a strongly recognizable set,
RR. 2 each grammatical element $[A, t]$ where $A \in a$ is sou. and if $A_{1}, A_{2} \in a, A_{1} \rightarrow t, A_{2} \rightarrow t$ for a $t$, then $A_{1}=A_{2}$.
RS $\mathscr{L}_{i+1}=\mathscr{L}_{i}^{N_{i}} \quad$ where
R3.1 $a_{i}$ is a weakly isolable set,
R3.2 transformations $\varphi_{i}$ satisfy conditions (3.7.1) and (3.9.1).

But this means that the language $\mathscr{L}_{i}, i=1,2, \ldots, 11$,is s.u. if and only if so is $\mathscr{L}_{i+1}$. Indeed, if languages $\mathscr{L}_{i+1}$ and $\mathscr{L}_{i}$ are in relation RI, then it follows from Therem 3.2; if they are in relation R2, then from Theorem 3.14 and Theorem 3.6; if they are in relation R3, then it follows from the definition of weakly isolable set (see Def.3.9).
6.3. If, in the following, we shall want to prove that a language $\mathscr{L}_{i+1}$ is in relation $R_{j}$ with $\mathscr{L}_{i}$, then we shall have to prove that
(1) condition Rj.1 (and Ry. 2 if $j \in\{2,3\}$, too) holds and, moreover, languages $\mathscr{L}_{i+1}$ and $\mathscr{L}_{i}$ are in the relation
(2) $\mathscr{L}_{i+1}=\mathscr{L}_{i \alpha \mathcal{L}_{i}}-a_{i}$ if $j \in\{1,2\}$ and $\mathscr{L}_{i+1}=\mathscr{L}_{i}^{y_{i}}$
if $j=3$ for a set $a_{i}$ (and a transformation $S_{i}$ if $j=3$ ).

If $a_{i}$. and $y_{i}$ are given, then it is easy to verify, from the definition of languages $\mathscr{L}_{i}$ and $\mathscr{L}_{i+1}$, whether condition (2) is satisfied. In order to prove (1) we shall often use Lemma 3.13, Lemma 3.15, Lemma 3.16 and Theorem 3.18. But we shall not prove in detail that the assumptions of these lemmas and this theorem are satisfied, to the verification of which
it is sufficient to review the metalingvistic formulas of given language in Pinite number times, although it gives much labor in some cases (for example if it is necessary to determine the set ndel $a$ for some $a \subset d \mathscr{L}$ ). In such cases we shall either not speak about these assumptions at all or we shall say (as in the case of other assertions about languages which may be verified in this manner) that they follow. from the definition of language $\mathscr{L}_{i}$ (shortly, from $D i$ ).

In order to show that the condition R2.1 holds we shall use either Lemma 3.15 or Lemma 3.16 or directly define a function $f$ such that the set $a_{i}$ is $f$-recognizable, verify conditions of Definition 3.10 and then prove, by using Lemma 3.13, that $a_{i}$ is strongly recognizable.

For the proof of $R 3.1$ we shall use either Lemma 3.15 or Lemma 3.16 or Theorem 3.18.

In order to verify condition (3.15.6) we need to know from which metasymbols of $a_{i}$ it is possible to derive the same text. For this purpose we shall write (wanting to show that languages $\mathscr{L}_{i+1}$ and $\mathscr{L}_{i}$ are in relation R3) the set $a_{i}$ in the form $B_{1} \cup B_{2} \cup \ldots \cup B_{n}$ where $B_{1}, B_{2}, \ldots$ $\ldots, B_{n}$ are disjoint sets and $A_{1}, A_{2} \in a, t\left(\mathscr{L}_{i}, A_{1}\right) \cap t\left(\mathscr{L}_{i}, A_{2}\right) \subset\{\wedge\}$ if and only if there is a $j$ such that $A_{1}, A_{2} \in \mathcal{B}_{j}$. To make the verification of last condition easier we shall give so called characteristic sequence of texts for $a_{i}$, $\left[t_{1}, t_{2}, \ldots, t_{k}\right]$ (the arranging of $B_{1}, \beta_{2}, \ldots, B_{n}$ will be such that the sets $, B_{1}, B_{2}, \ldots, B_{k}$ will have more than one element and the sets $\mathcal{B}_{k+1}, \ldots, B_{n}$ will have just one element), such that $t_{j} \in \hbar\left(\mathcal{L}_{i}, B\right)$ for any $B \in \mathcal{B}_{j}$. In that case we shall define $\varphi_{i}$ by $n$-tuple of symbols

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \text { which will mean that } \varphi_{i} a=a
$$ if $a \notin a_{i}$ and $\varphi a=x_{j}$ if $a \in B_{j}$ ．

In all the cases $a_{i}$ will be such that R1．1 and R2．2， respectively，follow from $D i$ ．

6．4．The proof of structural unambiguity of the langua－ ge ALGOL MOD．

As already mentioned the language $\mathscr{L}_{1}$ is the extension of $\mathscr{L}_{0}$ and hence，by Theorem 3．19， $\mathscr{L}_{1}$ is s．u．if and on－ ly if so is $\mathscr{L}_{0}$ ．We extended the language $\mathscr{L}_{0}$ in a way to obtain the language in which，after removing some metasymbols （〈sequencel〉，〈seq． 2 〉，〈seq． 3$\rangle$ ，＜open string〉， ＜PAR．DEL＞）there already exists a paranthesized set（see set $a_{6}$ below；for this purpose＂we have extended＂the metalingvis－ tic formulas $33,37,39,42,85$ and 91 from the definition of lan－ guage $\mathscr{L}_{0}$ ）and，moreover，it is possible to apply Lemmas 3.15 and 3．16．

By $\mathscr{L}_{i+1}$（f） $\mathscr{L}_{i} \quad$ we shall indicate that the langua－ ge $\mathscr{L}_{i+1} \quad$ is in relation $R j$ with $\mathscr{L}_{i}$ ．

From Dl it is pasy to see that the set
$a_{1}=\{\langle$ delimiter $\rangle$ ，〈operator $\rangle,\langle a r i t h . o p\rangle,.\langle$ log．op $\rangle$,
〈seg．op．〉，〈separator〉，〈bracket＞，〈declarator〉，
〈specificator 〉，basic symbol＞\}
satisfies Rl．1 and，therefore，we can eliminate $a_{1}$ from $\mathscr{L}_{1}$ ． We obtain language $\mathscr{L}_{2}$ and it holds $\mathscr{L}_{2}(1) \mathscr{L}_{1}$ ．By eli－ minating the set
$a_{2}=\{\langle$ comment $\rangle,\langle$ end $\rangle,\langle$ string $\rangle\}$
from the language $\mathscr{L}_{2}$ we obtain language $\mathscr{L}_{3}$ ．Now we shall prove that $\mathscr{L}_{3}$（2） $\mathscr{L}_{2}$ ．Indeed，from D2 it is easy to see
that $a_{2}$ satisfies R2．2．Now we prove that condition R2．1 is also satisfied．Put
$Q_{R}=\{$ comment，end,$\subset\}, B_{2}=\{\langle$ sequences $\rangle,\langle$ seq． 2$\rangle$,〈seq． 3 〉，＜open string 〉 $\}$ ．
Let $x$ be a function defined on $a \mathscr{L}_{2}$ in the fol－ lowing manner：$\quad \chi\left({ }^{\circ}\right)=1, \quad x(n)=-1$ and $x(a)=0$ if $a \in a \mathscr{L}_{2}-\{\sim, n\}$ ．Let

$$
\bar{x} t=\sum_{i=1}^{\lambda t} x(t i) \text { for any } t \in \sigma \mathscr{L}_{2}
$$

By using structural induction（see Theorem 6．7，［7］）it is easy to prove：
（1）If $[\langle$ string $\rangle] \rightarrow t$ ，then $\bar{x}^{t}=0$ and $\bar{x}^{(1, i)}>0$ if $1 \leqq i<\lambda t$ ．

From D2 it follows：
（2）rel $\{\langle$ comment $\rangle\}=\{;,\langle;\rangle\}$ ，
$\{;,\langle;\rangle\} \cap$ symb $\{t,[\langle$ comment $\rangle] \Rightarrow t\}=\wedge$
（3）rel $\{\langle$ end $\rangle\}=\{\langle$ end $\rangle$ ，end，$;\langle;\rangle\rangle$ ，else $\}=N$ ， $N \cap$ symb $\left\{t^{(2, \lambda t)} ;[\right.$＜end $\left.\left.\rangle\right] \Rightarrow t\right\}=\Lambda$ ．
Let us define the function $f$ as follows：
（4）$d f=\left\{[A, t] ; A \notin \mathcal{B}_{2}, i \in d t, t i \in \mathbb{Q}\right\}, f[A, t]=\min \{i ; t i \in Q\}$ ．
Now we shall prove that all conditions of Definition 3.10 are satisfied，i．e．$a_{2}$ is an $f$ recognizable set．（3．10．1）fol－ lows from D2．Now let（3．10．2a）hold．If $[\alpha j]=\tau j$ ，then $\alpha j \in Q \quad$ and from $D 2$ it follows：$A \in a_{2}, f[A, \alpha]=1=j$ ， $[\propto i, \tau i] \notin d f$ if $i \in d \alpha$ ．Thus（3．10．2b）holds．If $[\propto j] \rightarrow \tau j$, then from D2 it follows $A \notin a_{2} \cup B_{2}$ and $\alpha j \notin \beta_{2}$ ．Now（3．10．2c）follows from（4）．For the proof that $a_{2}$ is an $f$－recognizable set we must still show that （3．10．3）holds．Let $g \in g \mathscr{L}_{2}, \quad g_{1} \in Q g$ ．If $g_{1} \in d f$ ，
then $g_{1} 1 \notin \mathcal{B}_{2}$ according to (4) and either $g 1 \in \mathcal{B}_{2}$ or $g \in d f$. But from D2 it follows $g_{1} 1 \in \mathcal{B}_{2}$ if $g 1 \in \mathcal{B}_{2}$. Hence and by previous $g \in d l f$.

In proving that $a_{2}$ is strongly recognizable we shall use Lemma 3.13.(3.13.2) holds trivially since $B_{q}=\{q\}$ for each $q \in Q$ and (3.13.1) holds according to (1),(2) and (3). Thus, $a_{2}$ is a strongly recognizable set and R2.1 holds.

In the language $\mathscr{L}_{3}$ the set
$a_{3}=\{\langle s e q u e n c e l\rangle,\langle s e q .2\rangle,\langle s e q .3\rangle$, <open string >\} satisfies Rl. 1 and therefore we can eliminate $a_{3}$ from $\mathscr{L}_{3}$. We obtain exactly the language $\mathscr{L}_{4} \quad$ which has the finite set of rules, and it holds $\mathscr{L}_{4}$ (1) $\mathscr{L}_{3}$. If we eliminate from $\mathscr{L}_{4}$ the set
$a_{4}=\{\langle$ begin $\rangle,\langle;\rangle\}$
we obtain the language $\mathscr{L}_{5}$. From $D 4$ it follows that the set $a_{4}$ satisfies R2.2. Now we prove that condition R2.1 holds also and hence $\mathscr{L}_{5}$ (2) $\mathscr{L}_{4}$.

Put $Q=\{;$, begin $\}$ and let us define a function $f$ as follows:
$d f=\left\{[A, t] ;[A, t] \in g \mathscr{L}_{s} t i \in Q\right\}, f[A, t]=\max \{i ; t i \in Q\}$.
Similarly,as in proving Lemma 3.15 (i.e. Lemma 5.7,[12]) we can prove that the set $a_{4}$ is $f$-recognizable. Since <comment > $\ddagger$ rdel $\{<;>$, begin $\}$, it is easy to see, by D4, that. all assumptions of Lemma 3.13 are satisfied and therefore $a_{4}$ satisfies condition R2.1.

The language $\mathscr{L}_{6}$ we obtain by eliminating the set $a_{5}=\{\langle$ PAR. DEI > $\}$
which, by D5, satisfies the condition R2.2. Now we prove that
condition R2.1 is also satiafied and, therefore, $\mathscr{L}_{6}$ (2) $\mathscr{L}_{5}$. Put $Q=\{ )\}$ and let us define a function $f$ in the following manner:
$d l f=\{[A, t] ; i \in d t, t i \in Q, t(i+1) \notin$ symb $\{t ;[\langle 1$ etter string $]]=t\})=N\}$

$$
f[A, t]=\min \{i, t i \in Q, t(i+1) \in N\}
$$

First we shall prove that the set $a_{5}$ is $f$-recognizable, i.e. that conditions (3.10.1) to (3.10.3) of Lermma 3.10 are satisfied. (3.10.1) follows from D5 and (3.10.3) from the definition of $f$. Now let (3.10.2a) hold. If $[\alpha f]=\tau j$, then, by D5, $A \in a_{5}, j=1=f[A, \alpha]$ and (3.10.2b) holds. If $[\alpha j] \rightarrow \tau j$ and $f[A, t]<x(j+1)-1$ then (3.10.2c) holds trivially. From D5 we get that if $A \in d l \mathscr{L}_{5}$ and $) \in$ sumbry $\{t ;[A] \vec{m} t\}$ then $N \cap$ rdel $\{A\}=\Lambda$. Thus, it can not be $f[A, t]=x(j+1)-1$ (3.10.2c) holds and $a_{5}$ is $f$ recognizable set. Further it is obvious that all conditions of Lemma 3.13 are satisfied and hence $a_{5}$ satisfies R2.1.

From $D 6$ is is easy to see that the set

$$
\begin{aligned}
a_{6}= & \{\langle\text { PARAM }\rangle,\langle\text { FORM. P. P.〉, }\langle\text { PRIM }\rangle\} \cup\{\langle\text { INDEX }\rangle\} \cup\{\langle\text { if clause }\} u \\
& \cup\{\langle\text { for clause }\rangle\} \cup\{\langle\text { SEGMENI }\rangle\} \cup\{\langle\text { unlab. block }\rangle\} \cup \\
& \cup\{\langle\text { unlab. compound }\rangle\}
\end{aligned}
$$

is paranthesized and its characteristic sequence of texts is [(<ident.>] $x$ ). If we define $\mathscr{S}_{6}$ by 7-tuple[ $\mathcal{P}_{\mathcal{R}}, \underline{y N}, \underline{J \varphi}$, $\mathcal{F}, \underline{\mathscr{Y} \xi}, \underline{\sim}, \underline{u}]$, then condition R3. 2 is obviously satisfied and, by Theorem 3.18 and $D 6, R 3.1$ holds, too. It is easy to veripy that $\mathscr{L}_{7}=\mathscr{L}_{6}^{\mathscr{L}_{6}} a_{6}$ and hence $\mathscr{L}_{7}(3) \mathscr{L}_{6}$. [J甲 A else] is the characteristic text for the set

$$
a_{7}=\left\{\langle C O N D \cdot E X P R \cdot 1\rangle,\left\langle B_{0} \operatorname{COND} \cdot S T A T \cdot 1\right\rangle\right\}
$$

in $\mathscr{L}_{7}$ and if we define $\mathscr{S}_{7}$ by symbol $\underline{\varphi \mathcal{E}}$ then, by D7, condition R3.2 holds. R3.1 follows from Lemma 3.16 (conditions $x$ ) i.e. the characteristic sequence of texts has only one text.
（3．16．2）and（3．16．4）are satisfied）and from D7．Since $\mathscr{L}_{7_{7}}^{\mathcal{L}_{7}}=\mathscr{L}_{8} \quad$ we have $\mathscr{L}_{8}$（3） $\mathscr{L}_{7}$ ．In the language $\mathscr{L}_{8}$ $a_{8}=\{\langle s u b s c r . l i s t\rangle,\langle a c t . p a r . l i s t\rangle,\langle a c t . p a r a m\rangle,$.〈 f．l．element〉，〈 for list 〉，〈 bound pair〉，〈b．p．list〉，〈form．par．list〉，〈letter string〉，〈INDEX〉，〈 PARAM 〉，〈if clause〉，〈SiGMENT〉，〈FORM．P．P．〉，〈PRIM〉，〈param．del．〉，〈COND．EXPR．1〉，〈B．COND．STAT．1〉\}
satisfies condition R1．1 and can be eliminated from $\mathscr{L}_{8}$ ．We obtain the language $\mathscr{L}_{9}$ and it holds $\mathscr{L}_{9}$（1） $\mathscr{L}_{8}$ ．In this language the set

```
ag}={\langleg0 to stat.\rangle,\langleletter\rangle,\langledigit\rangle,\langlelog.value\rangle,
    <rel.op.>, <decimal fraction>, <exponent part>,
    <add.op.>,<mult.op.>, <type >, <FOR COND.STAT.>,
    <if stat.>, <UNL.FOR STAT.>}
```

satisfies, by D9, condition R2. 2 and, by Lemma 3.15 (conditions
(3.15.3) and (3.15.5) hold) condition R2.1, too. Hence we can
eliminate $a_{g}$ from $\mathscr{L}_{g}$. Since $\mathscr{L}_{10}=\mathscr{L}_{d} \mathscr{L}_{g}-a_{g}$, we
have $\mathscr{L}_{10}$ (2) $\mathscr{L}_{g}$. The text $\underline{\varepsilon \varepsilon}<i d e n t .>$ is the cha-
racteristic one for the set
$a_{10}=\{\langle C O N D \cdot E X P R\rangle,.\langle B \cdot C O N D . S T A T\rangle\}$.
Thus, if we define $\varphi_{10}$ by symbol $\underline{\varepsilon \sigma}$, then from DlO and
from Lemma 3.15 it follows (conditions (3.15.3) and (3.15.5)
are satisfied) that the set $a_{10}$ and transformation $\varphi_{10}$
satisfy conditions R3.1 and R3.2. Moreover, $\mathscr{L}_{11}=\mathscr{L}_{10}^{\mathscr{S}_{10}} a_{10}$
and hence $\mathscr{L}_{11}$ (3) $\mathscr{L}_{10}$.

In the language $\mathscr{L}_{11}$ ，the set

$$
\begin{aligned}
a_{11}=\{ & \langle S T A T\rangle,\langle\operatorname{PR} . \operatorname{HEAD}\rangle\} \cup\{\langle\mathrm{DECL}\rangle,\langle\mathrm{UN} \cdot \mathrm{~B} .1\rangle, \\
& \langle\text { specif. part }\rangle\}
\end{aligned}
$$

has the characteristic pair of texts［＜ident．＞〈；＞，moceduke〈ident．〉〈；＞〕．
If we define $\mathscr{S}_{11}$ by（ $\underline{\mathscr{I}}, \underline{D E}$ ），then，by Lemma 3.16 （condi－ tions（3．16．3）and（3．16．5）are satisfied），the set $a_{11}$ and transformations $\mathscr{S}_{11}$ satisfy conditions R3．1 and R3．2．More－ over， $\mathscr{L}_{12}=\mathscr{L}_{11}^{y_{11}} a_{11}$ and hence $\mathscr{L}_{12}$（3） $\mathscr{L}_{11}$ ． The language $\mathscr{L}_{12}$ is very simple（it is non－self－embed－ ding context－free grammar（see［3］）and also sequential gram－ $\operatorname{mar}$（see［10］）and it is easy to prove，for each $A \in d \mathscr{L}_{12}$ ， that all grammatical elements［ $A, t]$ are s．u．．

Since the language $\mathscr{L}_{12}$ is s．u．and a language $\mathscr{L}_{i}$ ， $i=0,1, \ldots, 11$ ，is s．u．if and only if so is $\mathscr{L}_{i+1}$ ，we get that the language $\mathscr{L}_{0}=$ ALGOL MOD is s．u．．

6．5．At the investigation of the structural unambiguity of language $\mathscr{L}_{12}$ we can henceforth proceed as in Section 6．4．Now we show one of the possible methods．Put

$$
\begin{aligned}
& a_{12}=\{\langle\text { ident.〉, <uns.integer > }\} \\
& a_{13}=\{\langle\text { empty >, <integer〉, <array segm.〉, <form.par.part>, } \\
& \text { 〈block>, 〈compound stat.〉, 〈stat.list>, } \\
& \text { 〈declar.list>, 〈COND.EXPR.〉, 〈B.COND.STAT.〉, } \\
& \text { 〈cond.stat.〉, <unlab.block〉,〈proc.head〉, } \\
& \text { 〈specif.part〉\}uN, }
\end{aligned}
$$

where $N$ is the set of all metasymbols which are on the left side of formulas number 85 to 113.
$a_{14}=\{\langle\mathrm{f}$ ．design〉，〈PRIMAR〉，〈subscr．variable〉\}
$a_{15}=\{\langle$ variable $\rangle,\langle$ decimal number $\rangle\}$
$a_{16}=\{$ 〈unsign．integer＞$\}$

Put $\mathscr{L}_{i+1}=\mathscr{L}_{i_{d} \mathscr{X}_{i}-a_{i}}$ for $i=12,13,14,15,16$.
It is easy to see that $\mathscr{L}_{14}$ (1) $\mathscr{L}_{13} \cdot$. By using Lemma 3.15 and 3.16 , we can prove that $\mathscr{L}_{i+1}$ (2) $\mathscr{L}_{i}$ for $i=12,14,15,16$.
The atructural unambiguity of language $\mathscr{L}_{17}$ follows from Example 10.9, [7]. Hence, the language $\mathscr{L}_{12}$ is s.u.
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[^0]:    x) The examples of recognizable and strongly recognizable sets are given in Section 6 .

[^1]:    x）See Theorem 3.19

