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## translantion of nonstandard derinitions IO STANDARD ONES Karel ČUDA

Abstract: An algorithm translating nonstandard definitions of notions ta standard version is given. Counterexamples proving that our algorithm is in a certain sense the best one are described. It appears that in general this translation is much more complicated than in the case when the notion of a limit (and other similar notions) is translated by $\varepsilon-\sigma$ method.
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Introduction. The paper is the last of the series of three papers ([C] , [С2]) using the same idea but applied in different branches of nonstandard methods. We find a standard description of nonstandardly defined notions. Cauchy's $\varepsilon-\delta$ criterion for lilits and Weierstrass' $\varepsilon-\delta$ method for exclusion of infinitesimals may serve as the first results in this area. In the paper we shall describe an algorithm which finds for any nonstandard definition of a notion its standard counterpart. The algorithm can be used also for the natural generalization of the notion "to be infinitely small", namely for the notion "to be an element of the monad of a filter". In this case we demand, however, the enlarge-
ment to be compact and we give some counterexamples proving the importance of this assumption. The algorithm uses auxiliary variables for subsets of the set we work at. Hence, in general, $\varepsilon-\delta$ method does not suffice. An example proving this fact will be also given here. Notions used in the counterexample are only by one step more complicated (from the syntactical point of view) than those ones of a limit, a derivation, etc. The counterexample proves that the given algorithm is from a certain point of view the best one - it uses namely auxiliary variables just from the power set of the "basic" set. This choice of variables is urgent and sufficient. The translation given in[N] uses auxiliary variables from increasing powersets of the basic set in dependence on the complexity of the nonstandard definition.

Both translations are complicated enough and one cannot expect that they contribute to the better understanding of the nonstandardly defined notions. The author believes that the complexity of the translation may point out the places that could be specific for nonstandard methods. Let us give here a notion of this kind. Let $f_{n}$ be a sequence of real functions defined in a neighbourhood of a point $x$. We call a real number a to be a limit point of the sequence $f_{n}$ in touch to $x$ iff ( $\left.\exists \mathrm{y}, \mathrm{y} \dot{=} \mathrm{x}\right)(\forall \alpha, \operatorname{IL}(\alpha)$ ) ( $f_{\alpha}(y) \dot{=} a$ ), where $y \dot{=} x$ means that $y$ and $x$ are infinitely close and $I L(\alpha)$ denotes that $\propto$ is an infinitely large natural number (for a correct definition see $\S 0$ ). Let us note that $\lim _{n \rightarrow \infty} a_{n}=a$ is equivalent with $(\forall \propto, \Pi(\propto))\left(a_{\alpha} \dot{=}\right)$ but the given notion is not equivalent to $(\forall \varepsilon)\left(\exists y \in O_{\varepsilon}(x)\right)\left(\lim _{n \rightarrow \infty} f_{n}(y)=a\right)$. Some examples of nonstandard notions (syntactically) similar to the given one can be found in [ H ].

In the middle part of the paper we shall "word by word" modificate (using the technique of compact enlargements) the mid-
dle part of [C2], Also the numbering of theorems and definitions is consistent with this paper. The author believes that the replacement of this part by a citation and instructions of modification of [C2] would spare the author's effort and some paper but could discourage possible readers.

## $\S 0$ Preliminaries.

Definition 0.1: I) A structure ${ }^{*} U$ is callea an enlargement of $U$ for ciff $c, P_{\text {fin }}(c)$ are from the language of $U,{ }^{*} U$ is an ele mentary extension of $U$ and there is $a \in^{*}\left(P_{\text {fin }}(c)\right)\left({ }^{*}\left(\rho_{\text {fin }}(c)\right)\right.$ being the interpretation of $\mathcal{P}_{\text {fin }}(c)$ in ${ }^{*} U$ ) auch that ( $\forall x$ ) ( $\left.U \vDash x \in c \Rightarrow{ }^{*} U_{\vDash}=x \in a\right)$.
2) We call the interpretation ${ }^{*} x$ of the element $x$ of $U$ in * $K /$ the enlargement of $x$. The elements of * $C l$ being such interpretations we call standard ones $\left(\operatorname{St}(x) \equiv(\exists x)\left(x=\%_{2}\right)\right.$ ). Elements of ${ }^{*} U$ we call internal and subsets of ${ }^{*} U$ we call exter nal. (Thus e.g. N (more exactly $\left\{{ }_{n} ; n \in N\right\}$ where $N$ denotes the set of natural numbers) is an external set, $\alpha \in{ }^{*} N-N$ is an internal set ( every natural number $n$ is the set of all natural numbers less than $n$ ) and ${ }^{*} N$ is a standard set (but having nonstandard elements).

Conventions 0.2: Sometimes we shall omit ${ }^{*}$ if there is no danger of confusion (which is in use in the literature). We shall omit * mostly in the case of habitual relations and functions. Thus we write $\propto \in^{*} N$ (instead of $\alpha^{*}{ }_{G}{ }^{*} \mathbb{N}$ ), $x+y$ (instead of $x^{*}+y$ ) etc. On the other hand we extend the meaning of ${ }^{*} \rho_{\text {fin }}(x)$ also for external sets $X$. We define ${ }^{*} P_{\text {fin }}(X)=\left\{x ;(\forall t \in x)(t \in X) 8^{*} \operatorname{Fin}(x)\right\}$. Thus e.g. ${ }^{*} P_{\text {fin }}(N)=\theta_{\text {fin }}(N) c{ }^{*}\left(\theta_{\text {fin }}(N)\right)={ }^{*} \theta_{\text {fin }}\left({ }^{*} N\right)$. Simi-
larly we extend the meaning of $c_{3} \cap,-$ etc. for external sets. Notations 0.3: We use $n, m, k, 1, \ldots$ for elements of $N$ (here we also identify $n$ with ${ }^{*} n$ ). We use $\alpha, \beta, \gamma, \ldots$ for elements of ${ }^{*}{ }^{\prime}$. We use $X, y, t, u, \ldots$ for internal sets, $X, Y, \rho, \sigma, \ldots$ for external sets. There are also some exceptions. We use sometimes $c$ instead of $C$ for elements of $\mathscr{U}$, but in this case symbols ${ }^{*}$ c or ${ }^{*}\left(\mathcal{P}_{\text {fin }}(c)\right)$ occur in its nearness.

Definition 0.4: 1) A natural number $\alpha \epsilon^{*} N$ is called infinitely larges ( IL( $\alpha$ ) ) iff $\alpha \epsilon^{*} \mathrm{~N}-\mathrm{N}$.
2) A real number $x \in^{*} R$ is called infinitely saall (IS(X)) iff $(\exists \propto, \Pi(\alpha))(|x|<1 / \alpha)$.
3) For $c$ from $U$ we say that a set $a \in^{*}\left(Q_{f i n}(c)\right)$ such that cCa is c-infinitely large and use the notation $I_{c}(a)$.
4) Let $\mathcal{F}$ from $U$ be a filter on $c$. We put $\mu_{3}=\left\{x \in{ }^{*} c\right.$; $\left.(\forall X \in \mathcal{F})\left(x \epsilon^{*} X\right)\right\}$ - $\left(\mu_{g}\right.$ is called the monad of $\mathcal{F}$. It would be also reasonable ta use the notation $I S_{g}(x)$ instead of $x \in \mathcal{N}_{f}$ as IS $(x) \equiv x \in \mathcal{L}_{F}$ if $\mathcal{F}$ denotes the neighbourhood filter of 0 .

Note that if * $V$ is an enlargement for $\mathcal{F}$ then $\mu_{f} \neq 0$ also in the case that $\cap \mathcal{F}=0$.

Lemma $0.5: 1) \operatorname{St}(\beta) \equiv(\forall \alpha, \operatorname{IL}(\alpha))(\beta<\alpha)$
2) Let $x \epsilon^{*} c \& * \ell$ be an enlargement for $c . \operatorname{St}(x) \& x \in^{*} c \equiv$ $\equiv\left(\forall a, I L_{c}(a)\right)(x \in a)$.
Proof: 1) $\Leftarrow$ is obvious as $7 \mathrm{n}<\mathrm{n}$. We prove $\Rightarrow$. Let $\alpha \leq \beta$. Put $M=\{k ; k \leqslant \propto\}$. $M \subseteq N$ and $M$ is bounded from above (by $\beta$ ), hence $M$ has the maximal element. Let $m=\max (M)$. If $m<\alpha$ then $m+l \leq \infty$ and $m+1 \in M$ which is in contradiction with $m=m a x(M)$. Hence $m=\alpha$ and $\operatorname{St}(\propto)$.
2) $\Rightarrow$ obviously holds. We prove $\Leftrightarrow$. If $I L_{c}(a) \& x \notin c$ then $I L_{c}(a-\{x\})$ (see the definition of $I L_{c}$ ).

Definition 0.6: An enlargement ${ }^{*} U$ is called compact for $c$ ( $c \in U$ ) iff for every internal set $y$ the following property holds: $\left(\forall a, I L_{c}(a)\right)(a \in y) \Rightarrow\left(\exists a_{0} \in \theta_{f i n}(c)\right)\left(\forall a \in^{*}\left(\theta_{f i n}(c)\right), a \geq a_{0}\right)$ ( $a \in y$ ).

Saying that ${ }^{*} U$ is an (compact) enlargement we mean that * $V$ is an (compact) enlargement for every element of $U$ 。

Fact: Every enlargement for $N$ is compact for $N$. The hint of the proof: $\mathcal{P}_{\text {fin }}(N)$ can be coded in $N$ (e.g. using the dyadic expansion (see e.g. [С2])). Moreover, a subset is standard iff its code is standard. Further for every IL ( $\alpha$ ) there is $\beta<\alpha$ such that $\beta$ codes an $I L_{N}$ set. For the proof of compactness use the co-overspreed lemma (consider the least of codes for sets in $y$ from the definition of compactness).

Now we suppose that $U$ has a set structure, too. By that we mean that $\epsilon$ belongs ta the language of $U$ and extensionality holds ( sets are equal iff they have the same elements ). Hence $C, \cap, U$, - have usual boolean properties. Furthermore we suppose that for every $c \in \mathbb{l}$ we have $\mathcal{P}_{\text {fin }}(c) \in \mathbb{C}$.
Theorem 0.7: If * $U$ is an enlargement compact for $c$ and $\varphi$ is an internal formula ( only internal sets can be used as parameters and quantified $-\varphi$ is a formula in the sense of $* V$ ) then the following equivalence holds $\left(\forall a, I H_{c}(a)\right)(\forall x)$ $\left(\exists \mathrm{b}, I L_{c}(b)\right) \varphi(t, a, b, x, \vec{z}) \equiv\left(\forall b_{0} \in \mathcal{P}_{\text {fin }}(c)\right)\left(\exists a_{0} \in \mathcal{P}_{\text {fin }}(c)\right)$ $\left(\forall a \geq a_{0}\right)(\forall x)\left(\exists b \geq b_{0}\right) \varphi(t, a, b, x, \vec{z})$. Furthermore, if $\vec{z}$ are standard then the righthand side of the equivalence can be understood in the standard sense ( as a usual formula of the structure ( $)$.
Proof: see [C].
Note that if we use an analogous equivalence for $\operatorname{IL}(\alpha)$,
we obtain $\varepsilon-\delta$ trenslations of notions (uniform) continuity, (uniform) limit, derivation etc. (see [C]).

Theoren 0.7 may be considered as a first form of a translation algorithm. The form is suitable for the translation of notions similar to the notion of limit.

Lat us consider (on the other hand) the formula ( $\forall \propto, \operatorname{IL}(\alpha)$ ) ( $\left.\exists \mathrm{a}, \mathrm{H}_{\mathrm{e}}(a)\right)(\operatorname{card}(a)<\alpha)$. This formula holds in any compact enlargement. But an example proving that there is an enlargement in which the given formula does not hold can be found in [L] (it follows the lemma 2.7.8). Hance to the given formula there is no standard counterpart mich is independent on the enlargement.

Similarly: Let $M$ be a set of ultrafilters on $N$ described by the following nonstandard definition: $\mathcal{F} \in \mathrm{M} \equiv(\forall \infty, I L(\infty))$ $(\exists \beta, \beta \leq \alpha)\left(\exists f, f:{ }^{*} \mathrm{~K} \rightarrow{ }^{*} N \& S t(f)\right)(\forall X \in * \mathcal{F} \& \operatorname{St}(X))(f(\beta) \in X)$ 。(Note that $F=\operatorname{Fil}(f(\beta)$ ) in the notation from [CH H]). In the case of compact enlargement $M$ contains all the ultrafilters. In the general case $M$ depends on the enlargement. That is the reason why we restrict ourselvea, in finding the translation, to the case of compact enlargements. It is not known to the author if there is a natural parameter and a translation algorithm for the general case. In the case of nonstandard models of arithmetic we use, as such a parameter, the standard system of the model (see [C2]).
§I Set considerations.
Lemma l.l (Quantifiers changing lemma): Let ${ }^{*} \operatorname{Fin}(a)$, let $\rho \subseteq a$ be an external set and let $\varphi(t, \vec{z})$ be a set formula. There is an external set $\sigma \subseteq{ }^{*} P_{\text {fin }}(a)$ and a set formula $\psi(t, \vec{z})$ such that $(\forall t \in \rho) \varphi(t, \vec{x}) \equiv(\exists \bar{t} \in \sigma) \psi(\vec{t}, \vec{z})$ 。

Moreover, $G$ is definable from $\rho, a$ by the operations * $P_{\text {fin }},-$ Proof: Put $G={ }^{*} \rho_{f i n}(a)-{ }^{*} \rho_{\text {fin }}(a-\rho), \psi(t, \vec{N}) \equiv(\forall t \in \bar{t}) \varphi(t, \vec{z})$ and consider the internal set $\{t \in a ; \varphi(t, \vec{Z})\}$. Corollary 1.2: Let $\varphi(t, S t, \vec{z})$ be normal formula (only the quantification of internal sets is allowed) using the predicate St for elements of ${ }^{*} c$. A set Cormula $\psi(t, x, \vec{z}, \vec{u}, u)$ can be found (by an algorithm) such that for any suitably defined external set $\sigma \mathrm{cu}$ and suitably defined parameters $\overrightarrow{\mathrm{u}}$, u we have $\varphi(t, s t, \vec{z}) \equiv(\exists x \in \sigma) \psi(t, x, \vec{z}, \vec{u}, u) \cdot \sigma$ is defined from $c$ (the external set of all the standard elements of the standard set ${ }^{*} c$ ), and from an arbitrary a such that $\mathrm{IL}_{c}(a)$ using the operations * $P_{\text {fin }}, x,-$ Parameters $\vec{u}, u$ are defined from a using the operations ${ }^{*} \rho_{\text {Pin }}, X$.
Froof: By the induction based on the complexity of the formula $\varphi$. For induction steps let us note the following hints: $\operatorname{St}(t) \equiv$ $\equiv(\exists \mathrm{x} \in \mathrm{c})(\mathrm{t}=\mathrm{x})$. For conjunction use, in an obvious manner, cartesian product. For negation use the dual formula and Q.ch.l. (L.l.l). For a quantifier use the commutative law for the same type of quantifiers and Q.ch.1. if necessary.
Remarks: 1) The lemma and its corollary can beneralized for several "small" external sets (instead of c) and corresponding "large" sets as parameters (see [ C 2$]$ ). As an example let us mention the iterated ultrapower where "small" means enlargements with small indices and "large" enlargements with large indices.
2) If St occurs only in the prefix of $\varphi$ then it is sufficient to modify only the prefix. In this case the modification and the definition of $\sigma$ and $\vec{u}$ are dependent only on the syntactical form of the prefix of $\varphi$.

Definition 2.1: Let $\sim$ be an equivalence relation.

1) Fig $\sim(X) \equiv(\forall x, y)(x \in X \& y \sim x \Rightarrow y \in X)$ (we say that $X$ is a figure in $\sim$ )
2) Fign $(X)=\{y ;(\exists x \in X)(y \sim x)$ (the figure of $X)$.
3) $\mu_{\sim}(x)=\operatorname{Fig}_{N}(\{x\})$ (the monad of $\left.x\right)$.

Fact: Fig (Fig(X)).
Definition 2.2: 1) We use $M$ for words defined by the following inductive definition: (i) The empty word $\Lambda$ is a word'.
(ii) If $\mu_{1 / 2}$ are words, then $\left(\mu_{1} \times \mu \mu_{2}\right)$ is a word.
(iii) If $\mu$ is a word then $P_{N}$ is a word.
(iv) Each word is obtained by finitely many applications of (ii) and (iii) on empty words.
2) For $a \epsilon^{*}\left(P_{f i n}(c)\right)$ (standard or nonstandard) and for a word $M$ we define the set $u_{a}^{\mu}$ and the (external) equivalence $\overline{\bar{a}}$ on $u_{a}^{k}$ by the recursion based on the complexity of $N$.
(i) $u_{a}^{\wedge}={ }^{*} P_{f i n}(a), x \frac{\Lambda}{\bar{a}} y \equiv x \cap c=y \cap c(x, y$ have the same standard elements).
(ii) $u_{a}^{\left(\mu_{1} \times \mu_{2}\right)}=u_{a}^{\mu_{1}} \times u_{a}^{\mu_{2}},\left\langle x_{1}, x_{2}\right\rangle^{\left(\mu_{1} \times \mu_{2}\right)}\left\langle y_{1}^{\bar{a}}, y_{2}\right\rangle \equiv$ $\equiv x_{1}{ }^{\frac{\mu}{\bar{a}}} y_{1} y_{1} x_{2}{ }_{\bar{a}}^{\bar{a}}{ }^{\mu} y_{2}$
(iii) $u_{a}^{Q_{M}}={ }^{*} P_{f i n}\left(u_{a}\right), x{ }_{\bar{a}}^{\bar{a}} y \equiv \operatorname{Fig}_{\frac{\mu}{\bar{a}}}(x)=\operatorname{Fig}_{\frac{\mu}{2}}(y)$.

Remark: For $a \in \mathcal{P}_{f i n}(c)$ (i.e. standard and finite) all the equivalences are identical with the equality.

Theorem 2.3: 1) ( $\left.\forall a, I L_{c}(a)\right)$ Figh $\frac{\hat{i}}{}(c)$.
2) Figk $\overline{\overline{3}}(G) \Rightarrow F_{i y} \frac{\mu_{2}}{}\left(u_{a}^{\mu}-\sigma\right)$.
3) Fign $\frac{\mu_{1}^{2}}{}\left(G_{1}\right) \& F_{i g} \frac{\mu_{2}^{2}}{\frac{2}{2}}\left(\sigma_{2}\right) \equiv F_{i g}\left(\mu_{1} \times \mu_{2}\right)\left(G_{1} \times G_{2}\right)$.
4) Fig 管 $(G) \Rightarrow S_{i g} \frac{\omega_{\bar{\alpha}}^{\alpha}}{}\left({ }^{*} \nabla_{f i n}(\sigma)\right)$.

Proof: Only 4) is not obvious. Let us prove 4). We have to
show that $x \leq \sigma \& y \frac{\sigma_{m}}{\bar{a}} x \Rightarrow y \leq \sigma$ (*finiteness of $y$ follows from the definition of $u_{a}^{\sigma_{m}}$. But $y \leq \operatorname{Fig}_{\frac{\mu}{\overline{2}}}(y)=\operatorname{Fig}_{\frac{\mu}{2}}(x) \subseteq G$, as Fig 䘡 $(\sigma)$ 。 Corollary 2.4: The set u from C1. 2 may be chosen as $u_{a}^{m}$ for a suitable $\mu, a ;$ the external set $\sigma$ as a figure in $\frac{\mu}{\bar{a}}$ and $u_{i}$ from $\vec{u}$ as $u_{a}^{\mu_{i}}$ for suitable subwords $w_{i}$ of $\mu$.

Remark: The given step can be done also for several "input" classes, if we suppose that they are figures in suitable equivalences.
\$3 A construction of standard equivalent formulas.
Theorem 3.1: If $b \subseteq a 6^{*}\left(P_{f i n}(c)\right)$ then $u_{b}^{\mu} \subseteq u_{a}^{k l}$ and $\left(\forall x, y \in u_{b}^{k}\right)$

Proof: By the induction based on the complexity of er . Only the step for Or is not obvious. Let us prove this step. Let
 we have $s, t \in u_{b}^{\mu}$. Using the induction assumption we obtain $s_{\frac{\mu}{5} t}$ and hence $\operatorname{Fig}_{\frac{5}{5}}(x) \subseteq \operatorname{Fig}_{\frac{2}{5}}(y)$. The proof of the assertion where $x, y$ are changed and the proof of $\Rightarrow$ are analogous. Definition 3.2: For $a, b \in{ }^{*}\left(\mathcal{P}_{\text {fin }}(c)\right)$ such that $b \& a$ and a word M we dafine the function $a_{b}^{p_{b}^{\mu}}: u_{a}^{u k}$ on $u_{b}^{\mu}$. We proceed by the recursion besed on the complexity of $\mu$.
(i) ${ }_{a} f_{b}^{A}(x)=x \cap b$
(ii) $a_{b}^{\left(\mu_{1} \times \mu_{2}\right)}\left(\left\langle x_{1}, x_{2}\right\rangle\right)=\left\langle q_{b}^{\mu_{4}}\left(x_{1}\right),{ }_{a} f_{b}^{\mu_{2}}\left(x_{2}\right)\right\rangle$

Lemma 3.3: 1) $a_{b}^{f_{b}^{\mu}}$ is described by a set formula with parameters $a, b, \mu$.
2) For $x \in u_{b}^{\mu}$ we have $a f_{b}^{\prime \prime}(x)=x$.
3) If $a \leqslant b \leqslant d$ then $b^{f_{a}^{\mu}} o_{d} f_{b}^{\mu /}=d^{f^{\mu}}$

Proof: By the induction based on the complexity of $\mu$.

Theorem 3.4: 1) For $a, b \in{ }^{*}\left(\theta_{\text {fin }}(c)\right)$ such that $b \leq a$, and for

2) If $\mathrm{IL}_{c}(b)$ then the opposite implication holds, too.
3) If $\operatorname{IL}_{c}(a)$ and $x, y \in u_{a}^{\mu}$ then $x \frac{x y}{a} \equiv\left(\forall b \in \mathcal{P}_{\text {fin }}(c)\right) C_{a}^{f} f_{b}^{k}(x)=$ $\left.={ }_{a} f_{b}^{\prime \prime \prime}(y)\right) \equiv\left(\exists b, I_{c}(b)\right)\left(b \leq a \delta_{a} f_{b}^{\prime \prime}(x)={ }_{a} f_{b}^{\prime \mu}(y)\right)$. Froof: 1) By the induction based on the complexity of $\mu$. Only the induction step for PMr is not obwious. Let us prove this step. Let $t \epsilon_{a} f_{b}^{Q_{\mu}}(x)$ and let $\bar{t} \in X \cap\left(\left(_{a} f_{b}^{M}\right)^{-1 m}\{t\}\right)$. There is $\vec{v} \in y$ such that $\overrightarrow{\mathrm{v}} \overrightarrow{\mathrm{a}} \mathrm{t}$. By the induction assumption we have $\mathrm{t}_{\mathrm{F}}^{\mathrm{F}} \mathrm{P}_{b}(\overrightarrow{\mathrm{v}})$
 we proceed anslogously.
2) We use again the induction and only the step for Por is not obvious. Let $t \in x$. It is sufficient to find $\bar{s} \in y$ such that
 from the assumption of the implication). Let $\overline{\mathbf{s}} \in \mathbf{y}$ be such that $s=a_{a}^{\prime \prime}(\bar{s})$. By the induction assumption we have $\bar{s} \frac{\mu_{a}}{a} t$.
3) The fact that the second assertion is implied by the first one can be proved by 1) and by the fact that for b $\in \mathcal{P}_{\text {fin }}(c)$
 lied by the second one follaws from the compact enlargement property. Using 2) we prove that the first assertion is implied by the third one.

 Thus $y$ 答 $($ see T3.4.3) ).

Theorem 3.6: Let $b \subseteq a$ and $I L_{c}(b), \Pi L_{c}(a)$. If $\sigma_{b / a} \subseteq u_{b / a}^{\mu / a r e}$

 $=\left({ }_{a} f_{b}^{\mu}\right)^{\prime \prime}\left(\left({ }_{a} f_{b}^{(\mu)}\right)^{-1} \sigma_{b}\right)$.

Proof: For $x \in G_{a}$ we have $x_{a}{ }_{a}^{\mu} f_{b}(x) \in \sigma_{a} \cap u_{a}$. The assertions are now easy consequences of this fact.

Theorem 3.7: The operations $-x, \infty$ commute with $f$ in the following sense: Let $b \subseteq a \leq d$ and let $\mathrm{IL}_{c}(a), \mathrm{IL}_{e}(b), \mathrm{IL}_{c}(d)$.

1) If $\sigma_{1 / 2} \subseteq u_{a}^{\mu /}$ are figures in $\frac{\mu}{\bar{a}}$ then $a_{a}^{P_{b}^{\mu m}} \sigma_{1}-a a_{b}^{f_{b} \sigma_{2}}=$ $=a^{P_{b}^{\prime n}}\left(\sigma_{1}-\sigma_{2}\right)$.
2) If $\sigma_{1 / 2} \leq u_{a}^{\mu u_{\alpha}}$ are figures then $\left(\left(_{a} p_{b}^{\mu n_{1}}\right) \sigma_{1}\right) x$ $\times\left(\left(_{a} f_{b}^{\mu_{E_{e}}}\right)^{m} \sigma_{2}\right)=\left({ }_{a} f_{b}^{\left(\mu_{1} \times \mu_{2}\right)}\right)^{m}\left(\sigma_{1} \times \sigma_{2}\right)$.
3) If $\sigma \leqslant u_{a}^{\mu R}$ is a figure then ${ }^{*} \rho_{\text {fin }}\left(\left(_{a} f_{b}^{\mu}\right)^{n} \sigma\right)=$ $=\left(a_{a} f_{b}^{\rho \mu_{l}}\right){ }^{\prime \prime} \mathcal{P}_{\text {fin }}(\sigma)$ 。

For ( $\left({ }_{d} f_{a}^{\mu}\right)^{-1}$ assertions analogous to 1), 2), 3) hold. Proof: We use T3.6. We prove only the most complicated case, namely 3). Let $x \in{ }^{*} P_{\text {fin }}\left(\left(_{a} f_{b}^{\mu}\right)^{*} \sigma\right)={ }^{*} \rho_{\text {fin }}\left(\sigma \cap u_{b}^{\mu}\right)$. Thus $x \subseteq \sigma \&$
 on the other hand $x=P_{b} f_{b}^{\text {Oum }}(y) \& y \leq G$. We have to prove that $(\forall t \in x)\left(t \in\left({ }_{a} \rho_{b}^{\mu /}\right) \sigma\left(=\sigma \cap u_{b}^{\prime \prime}\right)\right)$. Let for an arbitrary $t \in x$ an element $s \in y$ be such that $t=P_{a}^{\prime \prime \prime}(s)$ (see the definition of $f_{0}^{\circ}$ ).
 We now give the proof for $\left(d^{f_{a}^{\mu}}\right)^{-1}$. Let $x \in^{*} \mathbb{P}_{\text {fin }}\left(\left(_{d} f_{a}^{\mu}\right)^{-1} G\right)=$ $={ }^{*} \mathcal{P}_{\text {fin }}\left(\right.$ Fig $\left._{\bar{\alpha}}^{( }(\sigma)\right)$ (i.e. $\left.x \subseteq \operatorname{Fig}_{\overline{2}}(\sigma)=\bar{G}\right)$. We have to prove that ${ }_{d} f_{a}^{\text {Om }}(x)=\left({ }_{d} \mathrm{P}_{a}^{\mu}\right)^{\prime \prime} x \subseteq \sigma$. If $t$ is an arbitrary element of $x$ then


 Definition 3.8: Let $\mathrm{IL}_{\mathrm{c}}(\mathrm{a})$ and let $\sigma_{a} \subseteq u_{a}^{\mu r}$ be figure in $\frac{\mu \mathrm{a}}{\mathrm{a}}$ We define an external set $\mathscr{K}_{\sigma_{2}}$ of standard functions $F$ such that $\operatorname{dom}(F)=c$ in the following manner: $F \in \mathcal{K}_{\sigma_{2}} \equiv\left(\exists \mathbf{x} \in \sigma_{a}\right)$ $\left(\forall b \in \mathscr{P}_{\text {fin }}(c)\right)\left(F(b)=f_{a}^{f(x)}(x)\right.$.
Remark: The system $\mathcal{K}_{\sigma_{2}}$ will play an essential role in the
elimination method. $F \in \dot{\mathcal{r}}_{\sigma_{\alpha}}$ are functions from $P_{\text {fin }}(c)$ inta sets obtained by operations $x$ and $\mathcal{P}_{\text {fin }}$ applied successively on finite subsets of $c$ and hence may be usually identified (e.og. if choice is at disposal) with subsets of $c$. On this fact lays the strengthening of our method in comparison with the method in [ N$]$.

Theorem 3.9: Let $\mathrm{IL}_{c}(a)$ and let $\sigma_{a} \subseteq u_{a}^{M}$ be a figure in $\frac{M}{\bar{a}}$

1) $t \in \sigma_{a} \equiv\left(\exists F \in \mathcal{K}_{\sigma_{a}}\right)\left(\forall d \in \mathscr{P}_{\text {fin }}(c)\right)\left(F(d)={ }_{a} f_{d}^{\left.M(t) \& t \in u_{a}^{\mu}\right) .}\right.$
2) For $b \geq a d I_{c}(b)$ let us put $\sigma_{b}=\operatorname{Fig} \frac{\tilde{c}}{\bar{b}}\left(\sigma_{a}\right)$. We have $\mathcal{K}_{\sigma_{a}}=\mathcal{K}_{\sigma_{b}} \cdot(\mathcal{K}$ does not depend on the choice of a-it has $a$ standard sense.)
Proof: 1) $\Rightarrow$ see the definition of $\mathcal{K}_{\sigma_{2}} \Leftrightarrow$ For $t$ satisfying the righthand side let $\bar{t} \in \sigma_{a}$ be such that ( $\forall d \in \mathscr{P}_{\text {fin }}(c)$ ) ( ${ }_{a} f_{d}^{\mu}(\bar{t})={ }_{a} f_{d}^{\prime \prime}(t)$ ) (for the existence of $\bar{t}$ see the definition of $\mathcal{H}_{\sigma_{2}}$ ). We have $t \frac{\text { 䇾 }}{}$ (see $T 3.4$ ) and hence $t \in \sigma_{a}$ (as $F_{i g} \frac{\mu}{\bar{z}}\left(\sigma_{a}\right)$ ).
3) For $x \in \sigma_{b}$ and $d \in \mathcal{O}_{f i n}(c)$ we have ${ }_{b} f_{d}^{\mu(x)}=a_{d}^{f_{d}^{n}\left(f_{b} f_{a}^{\prime h}(x)\right)}$
(see L3.3.3)) and ${ }_{b}{ }^{\text {frly }}(x) \in \sigma_{a}$ ( see T3.6).
Corollary 3.10: For each normal formula $\varphi(x, S t, \vec{z})$ (using the predicate St - "to be a standard element of $c$ ") there are a set formula $\psi(x, y, \vec{z})$ and a set $\mathcal{K}(\epsilon \mathcal{K})$ of functions F: $\mathscr{P}_{\text {fin }}(c) \longrightarrow Q_{(c)}$ (where $Q_{(c)}$ denotes $\mathcal{O}_{\text {fin }}\left(\mathcal{P}_{\text {fin }} \ldots\left(\mathcal{P}_{\text {fin }}(c)\right)\right.$
...) for a suitable number of iterations) such that for every
$\vec{Z}, \mathrm{t}$ (internal sets) $\varphi(t, S t, \vec{Z}) \equiv(\exists \mathrm{F} \in \mathcal{K})\left(\forall a \in \mathcal{P}_{\text {fin }}(c)\right)$
$\psi(t, F(a), \vec{Z})$.
Moreover, if $\vec{Z}={ }^{*} \vec{y}$ ( $\vec{Z}$ are standard) then we have
$\varphi\left({ }^{*} t, S t, * \vec{y}\right) \equiv(\exists F \in \mathcal{K})\left(\forall a \in \mathcal{P}_{\text {fin }}(c)\right) \psi^{S t}\left({ }^{*} t, F(a), * \vec{y}\right)$ (where $\psi^{\text {St means }} \psi$ in the standard sense - all the quantifiers are restricted ta standard elements) as the enlargement is an elementary extension. The formula on the riahthand side is stan-
dard - it is a standard definition of the predicate defined nonstandardly on the lefthand side of the equivalence. Proof: Let us denote (1), (2) the lefthand side and the righthand side of the equivalence, respectively. Using Cl. 2 and C2. 4 we find an equivalent formula to (1) of the form $\left(\exists \bar{t} \in G_{a}\right) \bar{\psi}(t, \bar{t}, \vec{z})$ for an arbitrary chosen a such that $I L_{c}(a)$. We know that $G_{a} \subseteq u_{a}^{\mu}$ is a figure in $\frac{M}{\bar{a}}$ for a suitable word $\mu$. Using T3.9 we obtain an equivalent formula of the form
(3) $\quad\left(\exists F \in K_{\sigma_{a}}\right)\left(\forall d \in \mathcal{P}_{f i n}(c)\right) \overline{\bar{\psi}}(F(d), a, a, \vec{z})$.

We know that $\mathcal{K}_{\sigma_{\alpha}}$ is not dependent on the choice of $a$ and that (by T3.9.2),TI. 3,T3.6)
(i) $a_{1} \subset a_{2} \Rightarrow\left(\overline{\bar{\psi}}\left(F(d), a^{a}, a_{1}, t, \vec{z}\right) \Rightarrow \overline{\bar{\psi}}\left(F(d), d, a_{2} ; t, \vec{Z}\right)\right)$.
a does not occur in the formula $\varphi$. Using the logical law $\varphi \equiv \psi(a)+\varphi \equiv(\exists a) \psi(a)$ we obtain the equivalent formula (4) $\left(\exists \mathrm{F} \in \mathcal{K}_{\sigma_{2}}\right)\left(\exists a_{2} I L_{c}(a)\right)\left(\forall d \in \mathcal{P}_{\text {fin }}(c)\right) \bar{\psi}(F(d), a, a, t, \vec{z})$. We prove that (4) is equivalent to (5).
 $(4) \Rightarrow(5)$ is obvious. Let us prove $(5) \Rightarrow(4)$. Let us fix F. Using (i) we obtain from (5) the formula ( $\forall m \in \theta_{\text {fin }}\left(\theta_{f i n}(c)\right)$ ) $\left(\exists a \epsilon^{*}\left(O_{f i n}(c)\right)\right)((\forall d \in m)(a \supset d) \& \vec{\psi})$. Using the compact enlargement argument we obtain that there is $m, I L \mathcal{P}_{\text {fin }}(c)(m)$ such that $\left(\exists a \in^{*} P_{f i n}(c)\right)\left((\forall d \in m)(a \supset a) \& \overline{\bar{\psi}}\left(^{*} F(d), d, a, t, \vec{z}\right)\right)$. Now as $d$ ca for every $d \in \mathcal{P}_{\text {fin }}(c)$, we have a>c and therefore (4) holds.For completeness of the proof it is sufficient now to put
$\psi(x, y, z) \equiv\left(\exists y_{1}, y_{2}\right)\left(y=\left\langle y_{1}, y_{2}\right\rangle \&\left(\exists a \dot{*}\left(O_{f i n}(c)\right), a \supset y_{2}\right) \&\right.$
$\left.\& \overline{\bar{\psi}}\left(y_{1}, y_{2}, a, x, \vec{z}\right)\right)$ and $\mathcal{K}=\left\{F ; \operatorname{dom}(F)=\mathcal{O}_{\text {fin }}(c) \&\left(\exists \bar{F} \in \mathcal{K}_{\sigma_{\alpha}}\right)\right.$
$\left.\left(\forall b \in P_{f i n}(c)\right)(F(b)=\langle\bar{F}(b), b\rangle)\right\}$ 。
To finish the whole procedure it suffices only to give a description of $\mathcal{K}_{\sigma_{2}}$ in the usual set theoretical standard language. This is done in the section 4 .
$\$ 4$ Standard description of $\mathcal{K}_{\text {。 }}$
In this section we have to solve a problem typical for the beginning of the $\varepsilon-\delta$ method in the calculus．Namely ： How to find new definitions of notions defined with the help of infinitesimals．The new definitions may be more complicated， may bess lebjective，but must nat use infinitesimals．In our case we consider the operations $-, x, * \rho$ for parts of formally finite sets．

Theorem 4．3：Let $I L_{c}(a)$ ．
 $\left.\left(\exists \mathrm{F}_{2} \in \mathcal{K}_{\mathrm{u}_{\alpha}}^{\mu_{u}}\right)\left(\forall む \in \mathscr{P}_{\text {fin }}(c)\right)\left(\mathrm{F}(\mathrm{d})=\left\langle\mathrm{F}_{1}(\mathrm{~d}), \mathrm{F}_{2}(\mathrm{~d})\right\rangle\right)\right\}$ 。

2） $\mathcal{K}_{u_{2}}^{D_{n}}=\left\{F ; \operatorname{dom}(T)=\mathcal{P}_{\text {fin }}(c) \&\left(\forall d \epsilon \mathcal{D}_{\text {fin }}(c)\right)\left(F(d) \subseteq u_{d}^{u}\right) \&\right.$ $\&\left(\forall b, d \in \mathscr{P}_{\text {fin }}(c)\right)\left(b c d \Rightarrow F(b)=d_{d} f_{b}^{a n}(F(d))\right)$ Proof：It is an easy application of the definition of $\mathcal{K}_{\sigma_{\alpha}}$ and the assertions from §3．

Definition 4．4：1） $\mathscr{K}_{1} \otimes \mathcal{K}_{2}=\left\{F ; \operatorname{dom}(F)=\rho_{\text {fin }}(c) \&\left(\exists F_{1} \in \mathcal{K}_{1}\right)\right.$ $\left.\left.\left(\exists F_{2} \in \mathscr{K}_{2}\right)\left(\forall d \in \mathcal{P}_{\text {fin }}(c)\right)(F(d))=\left\langle F_{1}(d), F_{2}(d)\right\rangle\right)\right\}$ 。
 （ $F(\mathbb{d}) \in H(\mathbb{d})$ ）．
 $(F \in \mathcal{H})\}$ 。
Theorem 4．5：Let $a \epsilon^{*}\left(\theta_{\text {fin }}(c)\right) \& c \leq a_{0}$
1）If $\sigma_{1 / 2} \subseteq u_{a}^{K /}$ are figures in $\frac{\mu}{\bar{a}}$ then $\mathcal{K}_{\sigma_{1}-\sigma_{2}}=\mathcal{K}_{\sigma_{1}}-\mathcal{K}_{\sigma_{2}}$ ．
2）If $\sigma_{1 / 2} \leq u_{a}^{\pi / 2}$ figures in $\frac{K_{\overline{1 / 2}}}{2}$ then $\mathcal{K}_{\sigma_{1} \times \sigma_{2}}=$ $=\mathcal{K}_{\sigma_{1}} \otimes \mathcal{K}_{\sigma_{2}}$ ．
 Proof：Only the proof of 3）is not obvious and hence we prove



F@H. We know that for every $d \in \mathcal{C}_{\text {fin }}(c), d \leq a \&^{*} F(d) \in{ }_{a} f_{d}^{D_{m}}(y) \&$ \& ( $\forall \mathrm{b} \subset \mathrm{d})\left({ }^{*} F(\mathrm{~b})={ }_{\mathrm{d}} \mathrm{P}_{\mathrm{b}}\left({ }^{*} F\left(\mathrm{~d}^{*}\right)\right)\right.$. Using the compact enlargement praperty we obtain that the last formula is satisfied alsa far $d$ such that $I L_{c}(d) \& d \leq a$. Hence ${ }^{*} F(d) \epsilon_{a} f_{d} A_{d}(y)<\sigma$ and $F \in \mathcal{H}_{\sigma}$.
 corresponding to $H$. We have to prove $y \subseteq \sigma$. Let $\mathbf{x}$ be an arbitrary element of $y$. Let $F \in \mathcal{K}_{u_{d}}$ be a function corresponding to $x_{0}$. For any $d \in \mathcal{P}_{\text {fin }}(c)$ we have $F(d) \in H(d)$ as $F(d)={ }_{a} f_{d}^{\mu}(x) \in_{a} f_{d}^{\partial \mu}(y)=$ $=H(d)$. Hence $F \Theta H$ and $F \in \mathscr{H}_{\sigma}$. Hence $x \in \sigma$ (see T3.9).

In the theorem we have given the inductive steps for a standard definition of the set $\mathcal{K}$ used in C3.10, which completes our procedure.
§5 Counterexamples.
In the last section we give two examples. The first one proves that the usage of auxiliary variables from the powerset of the basic set is necessary. The second one gives reasons for our restriction on compact enlargements.

Example le Let Sat ${ }^{n}$ denote the satisfactory relation on $N$ for formulas of the arithmetic of the order $n+1$. E.g. Sat ${ }^{\circ}$ is the relation such that $\left(\mathrm{Sat}^{0}\right)^{\prime \prime}\left({ }^{「} \varphi{ }^{\top}\right)=\left\{\vec{n} ; \varphi(\overrightarrow{\mathrm{n}})\right.$, where ${ }^{「} \varphi{ }^{\prime}$ denotes the GOdel's number of the formula $\varphi$ of the first order arithmetic and $\vec{n}$ are (evaluation of) free variables of $\varphi$. Sat ${ }^{l}$ is defined analogously for formulas $\varphi$ where the quantification of subsets of $N$ is allowed. An easy diagonal consideration proves that Sat $^{n}$ cannot be defined by a formula of the $\mathrm{n}+1$ order arithmetic. We prove that $\mathrm{Sat}^{\mathrm{n}}$ is defined by a "two changes of quantification" formula using the generalized IL predicate in any compact enlargement of $\mathcal{\rho}^{n}(N)$.

For the description of Sat ${ }^{n}$ we use the set theoretical
formulas replacing $N$ by $H F$ (hereditarily finite sets) as this istechnically much easier. From technical reasons we also identify $c$ with $P_{f i n}(c)$ for iterated powersets of HF. Further we use $x \in \mathbb{P}_{\text {fin }}\left(\mathcal{O}^{n}(H F)\right)$ just to stress that we have in our mind the set structure of $\mathbf{x}$ (as a finite set). This identification can be described by a standard formula and hence it preserves the predicater "to be standard". Remember that:

1) $x \in \epsilon^{*} \rho^{n}(H F) \& S t(x) \equiv\{x\} \epsilon^{*} \rho^{n+1}(H F) \& S t(\{x\})$
2) $\operatorname{St}(\langle x, y\rangle) \equiv \operatorname{St}(x) \& S t(y)$
3) If we put $I L^{n}(x)=I L_{p^{n}(H F)}(x)$ then we obtain (using the compact enlargement argument) $\left(\forall x, I^{n}(x)\right) \varphi(x, \vec{z}) \equiv$ $\equiv\left(\exists x_{0} \in \mathbb{P}_{\text {fin }}\left(\sigma^{n}(H F)\right)\left(\forall x \in \mathcal{F}_{\text {fin }}\left(\sigma^{n}(H F)\right)\right), x \geq x_{0}\right) \varphi(x, \vec{z})$ for every internal formula $\varphi$ and every internal parameters $\vec{z}$.

Let ( 1 ) GS ( ${ }^{r} \varphi{ }^{\top}$ ) denote the generating sequence of ${ }^{r} \varphi{ }^{\top}$ (the sequence of Gudel's numbers of elements of the generating sequence of $\varphi$ ).
(2) $\vec{t} \in F V\left({ }^{\prime} \varphi\right.$ ') means that $\vec{t}$ are (evaluation of) free variables of $\varphi$. Let $t / \operatorname{FV}\left({ }^{r} \varphi^{\prime}\right.$ ) be the restriction (of the evaluation mapping) on free variables of $\varphi$.
(3) $\vec{t}_{\mathcal{L}} \mathrm{k}_{k}$ be the prolongation of the sequence $\vec{t}_{*}$ (If we use e.g. functions for the representation then $\left.\vec{t}_{\checkmark} t_{k}=\vec{t} u\left\langle t_{k}, k\right\rangle_{0}\right)$

Let us now give the definition for $x$ to code the satisfactory relation.

Definition 5.1: $\operatorname{cosat}^{n}(x) \equiv x \in^{*}\left(\theta_{f i n}\left(\sigma^{n}(H F)\right)\right) \&$
$\&\left(\forall^{r} \varphi^{\prime} \in{ }^{*} N \& S t\left({ }^{r} \varphi^{\prime}\right)\right)\left({ }^{r} \varphi^{\prime} \in \operatorname{dom}(x)\right) \&$
$\&\left(\forall^{r} \varphi^{\prime} \in \operatorname{dom}(x)\right)\left(G S\left(r^{\prime} \varphi^{7}\right) \subseteq \operatorname{dom}(x)\right) \&$
$a\left(\forall r_{a_{k}} \in a_{l}^{7} \in \operatorname{dom}(x), S t\left(r_{a_{k} \in a_{l}}{ }^{\top}\right)\right)\left(\forall\left\langle t_{k}, t_{l}\right\rangle, S t\left(\left\langle t_{k}, t_{l}\right\rangle\right)\right)$ $\left(\left\langle t_{k}, t_{l}\right\rangle \in x^{*}\left\{r_{a_{k} \in a_{1}}{ }^{7}\right\} \equiv t_{k} \in \cdot t_{l}\right)$ \&
$\&\left(\forall^{r} \varphi_{1} \& \varphi_{2}^{7} \in \operatorname{dom}(x), S t\left({ }^{r} \varphi_{1} \& \rho_{2}^{7}\right)\right)\left(\forall t^{*}, S t(\vec{t}) \& \vec{t} \in F V\left({ }^{r} \varphi_{1} \& \varphi_{2}^{7}\right)\right)$

$$
\left(\vec{t} \in x^{*}\left\{r \varphi_{1} \& \varphi_{2}^{\top}\right\} \equiv\left(\vec{t} / F V\left(\varphi_{1}\right) \in x^{* \prime}\left\{\varphi_{1} \varphi_{1}^{\top}\right\} \& \vec{t} / F V\left(\varphi_{2}\right) \in x^{n \prime}\left\{r \varphi_{2}\right\}\right) \&\right.
$$

$\&\left(\forall^{\top}{ }_{7} \varphi^{\top} \in \operatorname{dom}(\mathbf{x}), \operatorname{st}\left({ }^{r} 7 \varphi^{\top}\right)\right)\left(\forall \vec{t}, \operatorname{st}(\vec{t}) \& \vec{t} \in F V\left(r_{1} \varphi^{\gamma}\right)\right)$ $\left(\vec{t} \in \boldsymbol{x}^{n}\left\{\left[\varphi^{7}\right\} \equiv \mathrm{t} \in \mathrm{x}^{n}\left\{r \boldsymbol{r} \varphi^{\top}\right\}\right) \&\right.$
$\&\left(\forall^{r}\left(\exists a_{k}\right) \varphi^{\top} \in \operatorname{dom}(x), \operatorname{st}\left({ }^{( }\left(\exists a_{k}\right) \varphi^{\top}\right)\right)\left(\forall \vec{t}, \operatorname{St}(\vec{t}) \& \vec{t} \in \operatorname{FV}\left({ }^{\top}\left(\exists a_{k}\right) \varphi^{\top}\right)\right)$ $\left(t \in \mathbf{x}^{\boldsymbol{m}}\left\{{ }^{r}\left(\exists a_{k}\right) \varphi^{\top}\right\} \equiv\left(\exists t_{k}, S t\left(t_{k}\right)\right)\left(\vec{t}_{c} t_{k} \in \mathbf{x}=\left\{\varphi^{\top}\right\}\right)\right)$.

Let us now consider the syntactical form of the given formula. The formula is a conjunction of formulas of the form $(\forall z, \operatorname{St}(\mathbf{z})) \psi(t, z)$ and $(\forall z, S t(z))\left(\psi_{1}(t, z) \equiv(\exists y, S t(y)) \psi_{2}(t, z, y)\right)$ where $\psi$ are set formulas. Using prenex operations and the mentioned facts, we can find an equivalent formula of the form $(\forall z, S t(z))(\exists y, \operatorname{St}(y)) \psi(t, y, z)$. If $I_{S_{S a t}}(x)$ then $\operatorname{Cdsat}^{n}(x)$. Thus we have for any standard $\left\langle t,{ }^{r} \varphi^{\gamma}\right\rangle:\left\langle t,{ }^{r} \varphi^{\gamma}\right\rangle \in \operatorname{Sat}^{n} \equiv(\exists x)$ (Cdsat ${ }^{n}(x) \&\left\langle t, \Gamma^{\prime}\right\rangle \in x$ ). Another use of the prenex operations gives an equivalent formula of the form $(\exists \mathrm{x})(\forall \mathrm{z}, \operatorname{St}(\mathrm{z}))$ $(\exists \mathrm{y}, \operatorname{St}(\mathrm{y})) \psi\left(\mathrm{t}, \mathrm{x}, \mathrm{y}_{\mathrm{g}} \mathrm{z}\right) \equiv(\exists \mathrm{x})(\forall \mathrm{z}, \operatorname{St}(\mathrm{z}))(\exists \mathrm{y})\left(\forall \overline{\mathrm{y}}, \operatorname{In}^{\mathrm{n}}(\overline{\mathrm{y}})\right)$ $(y \in \bar{y} \& \psi) \equiv$ (using comp. enl。arg.) $(\exists x)(\forall z, S t(z))\left(\forall \bar{y}, \Pi^{n}(\bar{y})\right)$ $(\exists \mathrm{y})(\mathrm{y} \in \overline{\mathrm{y}} \& \psi) \equiv(\exists \mathrm{x})\left(\forall \bar{y}, \Pi^{\mathrm{n}}(\bar{y})\right)(\forall \mathrm{z}, \mathrm{St}(z)) \psi_{\mathrm{I}} \equiv(\exists \mathrm{x})$ $\left(\forall \bar{y}, I I^{n}(\bar{y})\right)\left(\exists \bar{z}_{z} I L^{n}(\bar{z})\right) \psi_{2}{ }^{\circ}$

Note that the formula on the righthand side is only by one step more complicated than formulas having the "easy" translation mentioned in §O.

The following counterexample uses ideas of such great mathematicians as Sochor, Keisler and Luxemburg.

Example_2. We prove that the set $M$ of ultrafilters on $N$ describeđ by the nonstandard definition $M=\{\mathcal{G} ;(\forall x, I L(\subset))$ $\left.(\exists \beta<\alpha)(\exists f: N \rightarrow N)(\forall X \in \mathcal{F})\left({ }^{*} f(\beta) \epsilon^{*} X\right)\right\}$ is dependent on the enlargement which is used and hence there is no standard formula equivalent to the definition of $M$.

We prove firstly that, for any compact enlargement, $M$
consists of all ultrafilters. For this it suffices, at first, to prove that for every ultrafilter $\mathcal{F}$ on $N$ the formula $\left(\forall z \in P_{f i n}(F)\right)(*(\cap z) n \alpha \neq 0)$ holds. Then we shall use the compact enlargement argument and we shall put $f$ to be the identity mapping. To prove the above mentioned formula let us note that $N \subset \alpha$ for every $\operatorname{IL}(\infty)$.

Now we construct an example of an enlargement in which $M$ consists only of principal ultrafilters and ultrafilters equivalent, in the Rudin-Keisler ordering of ultrafilters, to a minimal ultrafilter. Let us note at first that the ultrapower of an enlargement is an enlargement (see [L] the place mentioned in §O). To see this fact it suffices to realize that the constant of an $\mathrm{IL}_{c}$ element of the enlargement (being the basic structure for the ultrapower) is an $\mathrm{IL}_{c}$ element in the sense of ultrapover. Remember some notation and facts from [CH H]. For $x \epsilon^{*} c$ we put $\operatorname{Fil}(x)=\left\{X \in \theta^{\theta}(c) ; x \epsilon^{*} X\right\}$. If $\mathcal{F}^{F}$ is an ultrafilter on $c$ then $\mathcal{F}=F i l(x)$ for every $x \in \mu(\mathcal{F})$. Let $\mathscr{F}_{1}, F_{2}$ be two ultrafilters on $c$. $F_{1} \frac{\mathcal{K N}_{2}}{F_{2}}$ (the Rudin-Keisler ordering on ultrafilters) iff there is $f: c \rightarrow c$ such that for one (and also for all) $x \in \mu\left(\mathcal{F}_{2}\right)$ we have ${ }^{*}(x) \in \mu\left(\mathcal{F}_{1}\right)$. All the mentioned facts are immediate consequences of properties of enlargements. Now we construct the promised enlargement. Let $f$ be a minimal (in $\underset{R K}{R K}$ ) ultrafilter on $N$ (thus $\mathcal{F}$ is a selective ultrafilter). Let ${ }^{*} U$ be an enlargement for ultrafilters on $N$. We put ${ }^{*} U=$ $=U I_{F}\left({ }^{*} U\right)$ which is the ultrapower of *V. Let $\delta \epsilon{ }^{*} N$ be the equivalence class containing IdN $N$. It is obvious that $\operatorname{Fil}(\delta)=$ $=$ F. Let $\alpha \epsilon^{*} \mathrm{~N}$ and $\alpha<\mathscr{\delta}$. Let $\mathrm{f}: \mathrm{N} \rightarrow$ \# $_{\mathrm{N}}$ be a function contained in the equivalence class of $\alpha$. Thus we have $X=\{n ; f(n)<n\} \in \mathcal{F}$. Without loss of the generality we may suppose that $X=f$. Hence $(\forall n)(f(n) \in N)$ and $f: N \rightarrow N$. Sonsidering the construction of ul-
urapower we may that ${ }^{*} f(\sigma)=\alpha$. Prom the selectivity of $\mathcal{F}$ we obtain that on a certain set from $\mathcal{T}, f$ is either constant or ane-one. Hence $\alpha \in \mathbb{N}$ or $\delta^{*}{ }^{*} g(\alpha)$ for a suitable $g: N \rightarrow N$. Thus,in our example, the set $M$ consists from principal ultrafilters and ultrafilters equivalent (in $\underset{\mathrm{RK}}{ }$ ) with $\mathcal{F}$.
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