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ARCHIVUM MATHEMATICUM (BRNO)Tomus 29 (1993), 177 { 185OSCILLATORY PROPERTIES OF THE SOLUTIONSOF DIFFERENTIAL SYSTEM OF NEUTRAL TYPEEva �Sp�anikov�aAbstract. The purpose of this paper is to obtain oscillation criterions for thedi�erential system of neutral type.In this paper we consider a di�erential system[yi(t) + ai(t)yi(gi(t))]0 = pi(t)fi(yi+1(hi+1(t))); i = 1; 2y03(t) = �p3(t)f3(y1(h1(t))); t 2 R+ = [0;1) :(S)The following conditions are always assumed to be ful�lled:(a) ai : R+ �! [0; �i], i = 1; 2, are continuous, �i is a constant, 0 < �i < 1.(b) gi : R+ �! R, i = 1; 2, are continuous, gi(t) � t and limt!1 gi(t) =1.(c) hi : R+ �! R, i = 1; 2; 3, are continuous and limt!1hi(t) =1 .(d) fi : R �! R, i = 1; 2; 3, are continuous and nondecreasing, ufi(u) > 0 foru 6= 0.(e) pi : R+ �! (0;1), i = 1; 2; 3, are continuous and R 1 pj(t) dt =1 forj = 1; 2.The purpose of this paper is to obtain oscillation criterions for the di�erentialsystem of neutral type. This paper is generalization of the results obtained in thepaper [2].Let t0 � 0. Denote~t0 = minf inft�t0gi(t); inft�t0hj(t); i = 1; 2; j = 1; 2; 3g :A function y = (y1; y2; y3) is a solution of the system (S), if there exists a t0 � 0such that y is continuous on [~t0;1), y1(t) + ai(t)yi(gi(t)), i = 1; 2 and y3(t) arecontinuously di�erentiable on [t0;1) and y satis�es (S) on [t0;1).1991 Mathematics Subject Classi�cation : 34K15, 34K40.Key words and phrases: the di�erential system of neutral type, oscillatory solution, nonoscil-latory solution.Received September 16, 1992Research was supported by the Grant Agency for Science no. 1/990163/92.



178 EVA �SP�ANIKOV�ADenote by W the set of all solutions y = (y1; y2; y3) of the system (S) whichexist on some ray [Ty;1) � R+ and satisfysup ( 3
Xi=1 jyi(t)j : t � T ) > 0 for any T � Ty :A solution y 2 W is nonoscillatory if there exists a Ty � 0 such that its everycomponent is di�erent from zero for all t � Ty. Otherwise a solution y 2W is saidto be oscillatory.Denoteh�i (t) = minft; hi(t)g, i = 1; 2; 3;i(t) = supfs � 0; h�i (s) � tg), t � 0, i = 1; 2; 3;�j(t) = supfs � 0; gj(s) � tg, t � 0, j = 1; 2;(t) = maxf1(t); 2(t); 3(t); �1(t); �2(t)g;(1) ui(t) = yi(t) + ai(t)yi(gi(t)); i = 1; 2 :Lemma 1. ([1, Lemma 5]). Let yi(t) and ui(t) ful�l (1).A) If yi(t)u0i(t) > 0 for t � T1, then there exists T2 � T1 such that(2) (1� �i)jui(t)j � jyi(t)j for t � T2; i = 1; 2 :B) If yi(t)u0i(t) < 0 for t � T1 and limt!1uij(t)j = ki > 0, then there exist T3 � T1and a constant ri : 0 < ri < 1 such that(3) rijui(t)j � jyi(t)j � jui(t)j for t � T3; i = 1; 2 :Lemma 2. Let yi(t) and ui(t) ful�l (1) and yi(t)u0i(t) < 0, i = 1; 2 for t � T1. Iflimt!1ui(t) = 0, then limt!1 yi(t) = 0, i = 1; 2.Proof of Lemma 2 is easy. �Theorem 1. Let the following conditions be satis�ed:(4) xyfi(xy) � Kxyfi(x)fi(y) (0 < K =const.) i = 1; 2; 3.(5) hj(t) are nondecreasing functions, j = 2; 3.(6) h3(h2(h1(t))) � t.(7) R 1(0) p2(t)f2 �

R 1h3(t) p3(s) ds� dt =1.(8) R 1((0)) p3(t)f3 �

R h1(t)(0) p1(s)f1 �

R h2(s)0 p2(x) dx� ds� dt =1.(9) R �0 dtf3(f1(f2(t))) <1; R ��0 dtf3(f1(f2(t))) <1 for every constant � > 0.Then every solution y 2 W is either oscillatory or limt!1 yi(t) = 0, i = 1; 2; 3.Proof. Let y 2W be a nonoscillatory solution of the system (S). Then there existst1 � 0 such that each of its components is a constant sign on [t1;1). Without



OSCILLATORY PROPERTIES OF THE SOLUTIONS ... 179loss of generality we may suppose that y1(t) > 0 for t � t1. In the next we shallconsider the following cases:I) Let y1(t) > 0, y3(t) < 0, t � t1.In view of (S) and (1) we get(10) u1(t) > 0; u02(t) < 0; y03(t) < 0; t � t2 = (t1) :Because y3(t) is negative and decreasing we havey3(h3(t)) � �C1 = y3(t1) < 0; t � t3 = (t2) :The last inequality together (d) implies(11) f2(y3(h3(t))) � �C2; t � t3;where �C2 = f2(�C1) < 0.Integrating the second equation of (S) and then using (11), we have(12) u2(t) � u2(t3) �C2 Z tt3 p2(s) ds; t � t3 :From (12) and (e) for t ! 1 we obtain limt!1u2(t) = �1. Then with regard toLemma 1 we have limt!1 y2(t) = �1 and y2(t) � �C3 < 0, t � t4 � t3,(13) f1(y2(h2(t))) � �C4; t � t5 = (t4) ;where �C4 = f1(�C3) < 0.Integrating the �rst equation of (S) and then using (13) and (e), we get limt!1u1(t) =�1, which contradicts (16). The case I) cannot occur.IIa) Let y1(t) > 0, y2(t) < 0, y3(t) > 0, t � t1.In view of (S) and (1) we getu1(t) > 0; u2(t) < 0;(14) u01(t) < 0; u02(t) > 0; y03(t) < 0; t � t2 = (t1) :We shall prove that limt!1ui(t) = 0, i = 1; 2 and limt!1 y3(t) = 0.Let limt!1u2(t) = �k2 < 0. In view of Lemma 1 there exists t3 � t2 such thaty2(t) � �C5, t � t3, where C5 = r2 � k2 > 0. We have(15) f1(y2(h2(t))) � f1(�C5) < 0; t � t4 = (t3) :



180 EVA �SP�ANIKOV�AIntegrating the �rst equation of (S) and then using (15) and (e), we get limt!1u1(t) =�1, which contradicts (14) and hence limt!1u2(t) = 0. Lemma 2 implies thatlimt!1 y2(t) = 0. Analogously we can show that limt!1 y3(t) = 0.Let limt!1u1(t) = k1 > 0. Lemma1 implies that there exist t5 � t2 and a constantC6 = r1 � k1 > 0 such that y1(t) � C6 for t � t5. Then we get(16) f3(y1(h1(t))) � C7; t � t6 = (t5); where C7 = f3(C6) > 0 :Integrating the third equation of (S) from t to 1 and then using (16) we havey3(t) � C7 Z 1t p3(s) ds; t � t6 :Then in view of (d), (4) and the last inequality we get(17) f2(y2(h3(t))) � Kf2(C7)f2  

Z 1h3(t) p3(s) ds! ; t � t7 = (t6) :Integrating the second equation of (S) and then using (17) we getu2(t) � u2(t7) +Kf2(C7) Z tt7 p2(z)f2  

Z 1h3(z) p3(s) ds! dz ; t � t7 :By virtue of (7), the last inequality implies for t!1 that limt!1u2(t) =1, whichcontradicts (14). Therefore limt!1u1(t) = 0 and limt!1 y1(t) = 0.IIb) Let y1(t) > 0, y2(t) > 0, y3(t) > 0, t � t1.In view of (S) and (1) we haveu1(t) > 0; u2(t) > 0 ;u01(t) > 0; u02(t) > 0; y03(t) < 0; t � t2 = (t1) :Integrating the second equation of (S) we getu2(t)� u2(t2) = Z tt2 p2(s)f2(y3(h3(s))) ds; t � t2 andu2(h2(t)) � Z h2(t)t2 p2(s)f2(y3(h3(s))) ds; t � t3 = (t2) :(18)In view of Lemma 1 there exists t4 � t3 such that(19) (1� �2)u2(h2(t)) � y2(h2(t)) ; t � t4 :



OSCILLATORY PROPERTIES OF THE SOLUTIONS ... 181Using (d), (4), (5), (18), (19) and the monotonicity of f2(y3(h3(s))), we gety2(h2(t)) � (1� �2)f2(y3(h3(h2(t)))) Z h2(t)t2 p2(s) ds; t � t4 andf1(y2(h2(t))) � C8f1(f2(h3(h2(t))))f1  

Z h2(t)t2 p2(s) ds! ; t � t4 ;where C8 = K2f1(1 � �2) > 0.Integrating the �rst equation of (S) and then using the last inequality, we haveu1(t) � C8 Z tt4 p1(s)f1(f2(y3(h3(h2(s)))))f1  

Z h2(s)t2 p2(x) dx! ds ;(20) t � t4 :Using (6), (20) and the monotonicity of f1(f2(y3(t))) we getu1(h1(t)) � C8f1(f2(y3(t))) Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds ;(21) t � t5 = (t4) :In view of Lemma 1 there exists t6 � t5 such that(22) (1� �1)u1(h1(t)) � y1(h1(t)) ; t � t6 :In view of (d), (4), (21) and (22) we havef3(y1(h1(t))) � C9f3(f1(f2(y3(t))))�(23) �f3  

Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds! ; t � t6;where C9 = K2f3((1 � �1)C8) > 0. Multiplying (23) by p3(t)f3(f1(f2(y3(t)))) , using thethird equation of (S) and then integrating from t6 to t, we get
Z t6t y03(z) dzf3(f1(f2(y3(z)))) �(24) � C9 Z tt6 p3(z)f3  

Z h1(z)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds! dz ; t � t6 :The inequality (24) for t ! 1 gives a contradiction to (8) with (9). This casecannot occur. The proof of Theorem 1 is complete. �



182 EVA �SP�ANIKOV�ATheorem 2. Suppose that (4), (5), (6), (7) hold and in addition(25) f3(f1(f2(t))) = t(26) Z 1((0)) p3(t) " f3  

Z h1(t)(0) p1(s)f1  

Z h2(s)0 p2(x) dx! ds!# 1�" dt =1where 0 < " < 1. Then the conclusion of Theorem 1 holds.Proof. Let y 2W be a nonoscillatory solution of the system (S). As in the proofof Theorem 1, we get three cases: I), IIa) and IIb). In the cases I) and IIa) weproceed in the same way as in the proof of Theorem 1. Consider now the case IIb).In this case the inequality (23) holds. Using (25), (23) impliesf3(y1(h1(t))) � C9y3(t)f3  

Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds! > 0 ;(27) t � t6 :Raising (27) to the (1� ") power (0 < " < 1) we obtain[C9y3(t)]1�" " f3  

Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds!# 1�" �(28) � [f3(y1(h1(t)))]1�" ; t � t6 :Lemma 1 together (d) implies that there exist t7 � t6 and a constant D1 > 0 suchthat(29) f3(y1(h1(t))) � D1 ; t � t7 :Now (29) implies(30) [f3(y1(h1(t)))]1�" � D2f3(y1(h1(t))) ; t � t7 ;where D2 = D�"1 > 0.Combining (28) with (30), we get[C9y3(t)]1�" " f3  

Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds!# 1�" �(31) � D2f3(y1(h1(t))) ; t � t7 :Multiplying (31) by p3(t)[C9y3(t)]"�1, using the third equation of (S), integratingfrom t7 to t and then using the fact that y3(t) is positive and decreasing, we have
Z tt7 p3(z) " f3  

Z h1(t)t4 p1(s)f1  

Z h2(s)t2 p2(x) dx! ds!# 1�" dz �� D2(C9)"�1 � "�1 � [y3(t7)]" <1 ; t � t7 ;which contradicts (26). Therefore the case IIb) cannot occur. The proof of Theorem2 is complete. �



OSCILLATORY PROPERTIES OF THE SOLUTIONS ... 183Theorem 3. Suppose that (4), (7), (9) hold and in addition(32) h2(t) � t; h3(t) � t(33) Z 1((0)) p3(t)f3  

Z h(t)(0) p1(s)f1 �

Z s0 p2(x) dx� ds! dt =1where h(t) = h�1(t) = minft; h1(t)g. Then the conclusion of Theorem 1 holds.Proof. Let y 2 W be a nonoscillatory solution of the system (S). Further pro-ceeding in the same way as in the proof of Theorem 2, we consider only the caseIIb). Lemma 1 together (d) and (4) implies that there exists t3 � t2 such that(34) f1(y2(h2(t))) � D3f1(u2(h2(t))) ; t � t3 ;where D3 = Kf1(1 � �2) > 0. Using (32), (34) and the monotonicity of f1(u2(t))on [t3;1) the �rst equation of (S) implies(35) u01(t) � D3p1(t)f1(u2(t)) ; t � t3 :In view of (32) and the monotonicity of f2(y3(t)) on [t3;1), the second equationof (S) implies(36) u02(t) � p2(t)f2(y3(t)) ; t � t3 :Analogously as (35) we have(37) y03(t) � �D4p3(t)f3(u1(h(t))) ; t � t3 ;where D4 = Kf3(1� �1) > 0.In view of (35), (36), (37), we modify the system (S) to the formu01(t) � D3p1(t)f1(u2(t))(S�) u02(t) � p2(t)f2(y3(t))y03(t) � �D4p3(t)f3(u1(h(t))) ; t � t3 :System (S�) implies(38) u1(t) � D3 Z tt3 p1(s)f1(u2(s)) ds ; t � t3 and(39) u2(s) � Z st3 p2(x)f2(y3(x)) dx ; s � t3 :



184 EVA �SP�ANIKOV�AIn view of (d), (4) and the monotonicity of f2(y3(x)) on [t3;1), from (39) we have(40) f1(u2(s)) � Kf1(f2(y3(s)))f1 �

Z st3 p2(x) dx� ; s � t3 :Combining (38) with (40), we get(41) u1(t) � KD3 Z tt3 p1(s)f1(f2(y3(s)))f1 �

Z st3 p2(x) dx� ds ; t � t3 :Using (d), (4), the monotonicity of f1(f2(y3(s))) on [t3;1) and (41), we havef3(u1(h(t))) �(42) � D5f3(f1(f2(y3(t))))f3  

Z h(t)t3 p1(s)f1 �

Z st3 p2(x) dx� ds! ;t � t4 ;where D5 = K2f3(KD3) > 0.Multiplying (42) by D4p3(t)[f3(f1(f2(y3(t))))]�1, integrating from t4 to t, usingthe third inequality of (S�) and (9), for t!1 we getD4D5 Z tt4 p3(z)f3  

Z h(z)t3 p1(s)f1 �

Z st3 p2(x) dx� ds! dz �� Z y3(t4)y3(t) dzf3(f1(f2(z))) <1 ;which contradicts (33). Therefore the case IIb) cannot occur. The proof of Theorem3 is complete. �Theorem 4. Suppose that (4), (7), (25), (32) hold and in addition
Z 1((0)) p3(t) " f3  

Z h(t)(0) p1(s)f1 �

Z s0 p2(x) dx� ds!# 1�" dt =1 ;(43) 0 < " < 1 ;where h(t) = h�1(t). Then the conclusion of Theorem 1 holds.We can prove Theorem 4 analogously as Theorem 2 and Theorem 3.Remark. Theorem 1 { Theorem 4 we can easily extend for the following system:[yi(t) + ai(t)yi(gi(t))]0 = (�1)�ipi(t)fi(yi+1(hi+1(t))) ; i = 1; 2y03(t) = (�1)�3p3(t)f3(y1(h1(t))) ; t 2 R+�j 2 f0; 1g j = 1; 2; 3 and �1 + �2 + �3 � 1 ( mod 2) :
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