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# LIFTINGS OF 1-FORMS TO THE LINEAR r-TANGENT BUNDLE 

W. M. Mikulski

Abstract. Let $r, n$ be fixed natural numbers. We prove that for $n$-manifolds the set of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ is a finitely dimensional vector space over R. We construct explicitly the bases of the vector spaces. As a corollary we find all linear natural operators $T^{*} \rightarrow T^{r *}$.

All manifolds and maps are assumed to be infinitely differentiable.
0. Let $r, n$ be fixed natural numbers. Given a manifold $M$ we denote by $T^{r *} M=$ $J^{r}(M, \mathbf{R})_{0}$ the space of all $r$-jets of maps $M \rightarrow \mathbf{R}$ with target 0 . This is a vector bundle over $M$ with the source projection. The dual vector bundle ( $\left.T^{r *} M\right)^{*}$ of $T^{r *} M$ is denoted by $T^{(r)} M$ and called the linear $r$-tangent bundle of $M$. We denote the fibre of $T^{r *} M$ and $T^{(r)} M$ over $x$ by $T_{x}^{r *} M$ and $T_{x}^{(r)} M$ respectively. Every embedding $\varphi: M \rightarrow N$ of two $n$-manifolds induces a vector bundle homomorphism $T^{r *} \varphi: T^{r *} M \rightarrow T^{r *} N$ over $\varphi$ defined by $T^{r *} \varphi\left(j_{x}^{r} \gamma\right)=j_{\varphi(x)}^{r}\left(\gamma \circ \varphi^{-1}\right)$ for any $\gamma: M \rightarrow \mathbf{R}$ and any $x \in M$ with $\gamma(x)=0$, where by $j_{x}^{r} \gamma$ we denote the $r$-jet of $\gamma$ at $x$. This embedding induces also a vector bundle homomorphism $T^{(r)} \varphi$ : $T^{(r)} M \rightarrow T^{(r)} N$ over $\varphi$ dual to $T^{r *} \varphi^{-1}$, i.e. $T^{(r)} \varphi(\Theta)\left(j_{\varphi(x)}^{r} \eta\right)=\Theta\left(j_{x}^{r}(\eta \circ \varphi)\right)$ for any $\Theta \in T_{x}^{(r)} M$, any $x \in M$ and any $j_{\varphi(x)}^{r} \eta \in T_{\varphi(x)}^{r_{*}} N$, cf. [4].

In this paper we study the problem how a 1 -form $\omega$ on a manifold $M$ can induce a 1-form on $T^{(r)} M$ and a section of $T^{r *} M \rightarrow M$. This problem is reflected in the concept of linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ and $T^{*} \rightarrow T^{r *}$, cf. [4]. In the fundamental monograph [4] there is a very general definition of natural operators. We restrict ourselves to the following one.

Definition 0.1. Let $r, n$ be fixed natural numbers. Let $\Omega^{1}(M)$ denotes the vector space of all 1-forms on $M$ and $\Gamma T^{r *} M$ denotes the vector space of all sections of

[^0]$T^{r *} M \rightarrow M$. A linear natural operator $A: T^{*} \rightarrow T^{*} T^{(r)}\left(\right.$ or $\left.A: T^{*} \rightarrow T^{r *}\right)$ is a system of $\mathbf{R}$-linear functions
$$
A_{M}: \Omega^{1}(M) \rightarrow \Omega^{1}\left(T^{(r)} M\right) \quad\left(\text { or } A_{M}: \Omega^{1}(M) \rightarrow \Gamma T^{r *} M\right)
$$
for any $n$-manifold $M$, such that $A$ is invariant with respect to $\varphi$ for any embedding $\varphi: M \rightarrow N$ of two $n$-manifolds, i.e. $A_{M}\left(\varphi^{*} \omega\right)=\left(T^{(r)} \varphi\right)^{*} A_{N}(\omega)\left(\right.$ or $T^{r *} \varphi \circ$ $\left.A_{M}\left(\varphi^{*} \omega\right)=A_{N}(\omega) \circ \varphi\right)$ for any $\omega \in \Omega^{1}(N)$, where $\varphi^{*} \omega \in \Omega^{1}(M),\left(\varphi^{*} \omega\right)_{x}:=$ $\omega_{\varphi(x)} \circ T_{x} \varphi, x \in M$ is the pull-back of $\omega$ with respect to $\varphi$.

The set of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ (or $T^{*} \rightarrow T^{r *}$ ) is a vector space over $\mathbf{R}$. If $A, B: T^{*} \rightarrow T^{*} T^{(r)}\left(\right.$ or $\left.A, B: T^{*} \rightarrow T^{p *}\right)$ are two linear natural operators and $\alpha, \beta \in \mathbf{R}$, then $\alpha A+\beta B: T^{*} \rightarrow T^{*} T^{(r)}$ (or $\alpha A+\beta B: T^{*} \rightarrow T^{r *}$ ) is defined by $(\alpha A+\beta B)_{M}(\omega)=\alpha\left(A_{M}(\omega)\right)+\beta\left(B_{M}(\omega)\right)$ for any $n$-manifold $M$ and any $\omega \in \Omega^{1}(M)$.

This paper is dedicated to prove the following theorem.
Theorem 0.1. Let $r, n \in \mathbf{N}$. For n-manifolds the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ is of dimension 1 , if $r \geq 3$ and $n \geq 2$, of dimension 2 , if $r=2$ or $n=1$, and of dimension 3 , if $n \geq 2$ and $r=1$.

In the proof of the theorem we construct explicitly the bases of the vector spaces ( see Theorem 1.1).

Similar problems are studied in papers [1]-[3], [5]-[8].
In item 1 we describe main examples of linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ and we formulate the main theorem. In item 2 we prove that the natural operators described in item 1 are linearly independent in the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$. In item 3 we prove a reducibility lemma. Some transformation rules are presented in item 4. The proof of the main theorem is given in item 5. In item 6, the following fact will be proved as a consequence of Theorem 0.1.

Corollary 0.1. Let $r, n \in \mathbf{N}$. For $n$-manifolds the vector space of all linear natural operators $T^{*} \rightarrow T^{r *}$ is of dimension 0 , if $r \geq 3$ and $n \geq 2$, and of dimension 1 , if $r \leq 2$ or $n=1$.

1. In this item we describe main examples of linear natural operators $T^{*} \rightarrow$ $T^{*} T^{(r)}$ and we formulate the main theorem.

From now on the usual coordinates on $\mathbf{R}^{n}$ are denoted by $x^{1}, \ldots, x^{n}$. The canonical 1-forms on $\mathbf{R}^{n}$ induced by $x^{1}, \ldots, x^{n}$ are denoted by $d x^{1}, \ldots, d x^{n}$.

We start with the following obvious example.
Example 1.1. The family of functions

$$
\Omega^{1}(M) \ni \omega \rightarrow \pi_{M}^{*}(\omega) \in \Omega^{1}\left(T^{(r)} M\right)
$$

where $M$ is an $n$-manifold, $\pi_{M}: T^{(r)} M \rightarrow M$ is the projection and $\pi_{M}^{*}(\omega)$ is the pull-back of $\omega$ with respect to $\pi_{M}$, is a linear natural operator $T^{*} \rightarrow T^{*} T^{(r)}$ in the sense of Definition 0.1. This operator is denoted by $\pi^{*}$.

To give other examples of linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ we need some preparations. In Example 1.2 we use the following two lemmas.

Lemma 1.1. Let $r \in \mathbf{N}$. Then there exists one and only one linear natural operator $\tilde{A}^{(r)}: T^{*} \rightarrow T^{r *}$ such that

$$
\begin{equation*}
\left(\tilde{A}_{M}^{(r)}(d f)\right)\left(x_{o}\right)=j_{x_{o}}^{r}\left(f-f\left(x_{o}\right)\right) \tag{1.1}
\end{equation*}
$$

for any 1-manifold $M$, any $x_{o} \in M$ and any $f: M \rightarrow \mathbf{R}$, where $d f \in \Omega^{1}(M)$ denotes the differential of $f$.
Proof. By the Poincare lemma any element of $\left(J^{r-1} T^{*}\right)_{0} \mathbf{R}=\left\{j_{0}^{r-1} \omega: \omega \in\right.$ $\left.\Omega^{1}(\mathbf{R})\right\}$ is of the form $j_{0}^{r-1}(d f)$, where $f: \mathbf{R} \rightarrow \mathbf{R}, f(0)=0$. If $j_{0}^{r-1}(d f)=$ $j_{0}^{r-1}(d h)$, where $f, h: \mathbf{R} \rightarrow \mathbf{R}, f(0)=h(0)=0$, then $j_{0}^{r-1}\left(f^{\prime}\right)=j_{0}^{r-1}\left(h^{\prime}\right)$, i.e. $j_{0}^{r} f=j_{0}^{r} h$. Thus the mapping

$$
\alpha^{r}:\left(J^{r-1} T^{*}\right)_{0} \mathbf{R} \rightarrow T_{0}^{r *} \mathbf{R}, \quad \alpha^{r}\left(j_{0}^{r-1}(d f)\right)=j_{0}^{r} f,
$$

where $f: \mathbf{R} \rightarrow \mathbf{R}, f(0)=0$, is well-defined. Obviously $\alpha^{r}$ is linear. If $\varphi: \mathbf{R} \rightarrow \mathbf{R}$ is a diffeomorphism preserving 0 , then

$$
\begin{aligned}
\left(\alpha^{r} \circ\left(\left(J^{r-1} T^{*}\right)_{0} \varphi^{-1}\right)\right)\left(j_{0}^{r-1}(d f)\right) & =\alpha^{r}\left(j_{0}^{r-1}(d(f \circ \varphi))\right) \\
= & j_{0}^{r}(f \circ \varphi)=\left(\left(T^{r *} \varphi^{-1}\right)_{0} \circ \alpha^{r}\right)\left(j_{0}^{r-1}(d f)\right)
\end{aligned}
$$

where $\left(J^{r-1} T^{*}\right)_{0} \varphi^{-1}:\left(J^{r-1} T^{*}\right)_{0} \mathbf{R} \rightarrow\left(J^{r-1} T^{*}\right)_{0} \mathbf{R}$ is given by $j_{0}^{r-1} \omega \rightarrow j_{0}^{r-1}\left(\varphi^{*} \omega\right)$ and $\left(T^{r *} \varphi^{-1}\right)_{0}$ is the restriction of $T^{r *} \varphi^{-1}$ to the fibre over 0 . Hence $\alpha^{r}$ is $L_{1}^{r}$ equivariant.

According to the general theory of natural operators, cf. [4], there exists one and only one linear natural operator $\tilde{A}^{(r)}: T^{*} \rightarrow T^{r *}$ corresponding to $\alpha^{r}$, i.e such that $\tilde{A}_{\mathbf{R}}^{(r)}(\omega)(0)=\alpha^{r}\left(j_{0}^{(r-1)} \omega\right)$ for any $\omega \in \Omega^{1}(\mathbf{R})$. (Namely

$$
\left(\tilde{A}_{M}^{(r)}(\omega)\right)(x)=T^{r *} \varphi^{-1}\left(\alpha^{r}\left(j_{0}^{r-1}\left(\left(\varphi^{-1}\right)^{*} \omega\right)\right)\right)
$$

for any $\omega \in \Omega^{1}(M)$ and any $x \in M$, where $\varphi$ is a chart on $M$ such that $\varphi(x)=0$. This definition is correct because of the equivariancy of $\alpha^{r}$.)

We see that

$$
\left(\tilde{A}_{\mathbf{R}}^{(r)}(d g)\right)(0)=\alpha^{r}\left(j_{0}^{r-1}(d g)\right)=j_{0}^{r}(g-g(0))
$$

for any $g: \mathbf{R} \rightarrow \mathbf{R}$. Now, using the invariancy of both sides of (1.1) with respect to charts we obtain (1.1) for any 1-manifold $M$, any $x_{o} \in M$ and any $f: M \rightarrow \mathbf{R}$.

Lemma 1.2. Let $n \in \mathbf{N}$. There exists one and only one linear natural operator $\tilde{B}^{(n)}: T^{*} \rightarrow T^{2 *}$ such that

$$
\begin{equation*}
\left(\tilde{B}_{M}^{(n)}(f d g)\right)\left(x_{o}\right)=\frac{1}{2} j_{x_{o}}^{2}\left(\left(f+f\left(x_{o}\right)\right)\left(g-g\left(x_{o}\right)\right)\right. \tag{1.2}
\end{equation*}
$$

for any $n$-manifold $M$, any $x_{o} \in M$ and any $f, g: M \rightarrow \mathbf{R}$.
Proof. The mapping $\beta^{n}:\left(J^{1} T^{*}\right)_{0} \mathbf{R}^{n} \rightarrow T_{0}^{2 *} \mathbf{R}^{n}$ given by

$$
\beta^{n}\left(j_{0}^{1}\left(\sum_{i=1}^{n} f_{i} d x^{i}\right)\right)=j_{0}^{2}\left(\sum_{i=1}^{n} f_{i}(0) x^{i}+\frac{1}{2} \sum_{i, k=1}^{n} \frac{\partial f_{i}}{\partial x^{k}}(0) x^{i} x^{k}\right)
$$

is well-defined and linear. We are going to show that $\beta^{n}$ is $L_{n}^{2}$-equivariant, i.e. that for any diffeomorphism $\varphi=\left(\varphi^{1}, \ldots, \varphi^{n}\right): \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ preserving $0 \in \mathbf{R}^{n}$ we have

$$
\begin{equation*}
\beta^{n} \circ\left(\left(J^{1} T^{*}\right)_{0} \varphi^{-1}\right)=\left(T^{2 *} \varphi^{-1}\right)_{0} \circ \beta^{n} \tag{1.3}
\end{equation*}
$$

Since both sides of (1.3) are linear, then without loss of generality it is sufficient to verify equality (1.3) at $j_{0}^{1}\left(d x^{1}\right), j_{0}^{1}\left(x^{1} d x^{1}\right)$ and $j_{0}^{1}\left(x^{2} d x^{1}\right)$. We have

$$
\begin{aligned}
\left(\beta^{n}\right. & \left.\circ\left(\left(J^{1} T^{*}\right)_{0} \varphi^{-1}\right)\right)\left(j_{0}^{1}\left(d x^{1}\right)\right)=\beta^{n}\left(j_{0}^{1}\left(d \varphi^{1}\right)\right) \\
& =\beta^{n}\left(j_{0}^{1}\left(\sum_{i=1}^{n} \frac{\partial \varphi^{1}}{\partial x^{i}} d x^{i}\right)\right) \\
& =j_{0}^{2}\left(\sum_{i=1}^{n} \frac{\partial \varphi^{1}}{\partial x^{i}}(0) x^{i}+\frac{1}{2} \sum_{i, k=1}^{n} \frac{\partial^{2} \varphi^{1}}{\partial x^{i} \partial x^{k}}(0) x^{i} x^{k}\right)
\end{aligned}
$$

and

$$
\begin{gathered}
\left(\left(T^{2 *} \varphi^{-1}\right)_{0} \circ \beta^{n}\right)\left(j_{0}^{1}\left(d x^{1}\right)\right)=\left(T^{2 *} \varphi^{-1}\right)_{0}\left(j_{0}^{2}\left(x^{1}\right)\right)=j_{0}^{2}\left(\varphi^{1}\right) \\
\quad=j_{0}^{2}\left(\sum_{i=1}^{n} \frac{\partial \varphi^{1}}{\partial x^{i}}(0) x^{i}+\frac{1}{2} \sum_{i, k=1}^{n} \frac{\partial^{2} \varphi^{1}}{\partial x^{i} \partial x^{k}}(0) x^{i} x^{k}\right) .
\end{gathered}
$$

Similarly for $\tau=1,2$ we have

$$
\begin{aligned}
\left(\beta^{n}\right. & \left.\circ\left(\left(J^{1} T^{*}\right)_{0} \varphi^{-1}\right)\right)\left(j_{0}^{1}\left(x^{\tau} d x^{1}\right)\right)=\beta^{n}\left(j_{0}^{1}\left(\varphi^{\tau} d \varphi^{1}\right)\right) \\
& =\beta^{n}\left(j_{0}^{1}\left(\sum_{i=1}^{n} \varphi^{\tau} \frac{\partial \varphi^{1}}{\partial x^{i}} d x^{i}\right)\right) \\
& =j_{0}^{2}\left(\frac{1}{2} \sum_{k, i=1}^{n} \frac{\partial \varphi^{\tau}}{\partial x^{k}}(0) \frac{\partial \varphi^{1}}{\partial x^{i}}(0) x^{i} x^{k}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\left(T^{2 *}\right.\right. & \left.\left.\varphi^{-1}\right)_{0} \circ \beta^{n}\right)\left(j_{0}^{1}\left(x^{\tau} d x^{1}\right)\right)=\left(T^{2 *} \varphi^{-1}\right)_{0}\left(j_{0}^{2}\left(\frac{1}{2} x^{\tau} x^{1}\right)\right) \\
& =j_{0}^{2}\left(\frac{1}{2} \varphi^{\tau} \varphi^{1}\right) \\
& =j_{0}^{2}\left(\frac{1}{2} \sum_{k, i=1}^{n} \frac{\partial \varphi^{\tau}}{\partial x^{k}}(0) \frac{\partial \varphi^{1}}{\partial x^{i}}(0) x^{i} x^{k}\right)
\end{aligned}
$$

Thus $\beta^{n}$ is $L_{n}^{2}$-equivariant.
Let $\tilde{B}^{(n)}: T^{*} \rightarrow T^{2 *}$ be the linear natural operator corresponding to $\beta^{n}$, i.e. such that $\tilde{B}_{\mathbf{R}^{n}}^{(n)}(\omega)(0)=\beta^{n}\left(j_{0}^{1} \omega\right)$ for any $\omega \in \Omega\left(\mathbf{R}^{n}\right)$. We will prove (1.2) for any $n$-manifold $M$, any $x_{o} \in M$ and any $f, g: M \rightarrow \mathbf{R}$. Using the invariancy of both sides of (1.2) with respect to embeddings and the linearity of both sides of (1.2) with respect to $g$ we can assume that $M=\mathbf{R}^{n}, x_{o}=0$ and $g=x^{1}$. Then

$$
\begin{aligned}
\left(\tilde{B}_{\mathbf{R}^{n}}^{(n)}\left(f d x^{1}\right)\right)(0)=\beta^{n}\left(j_{0}^{1}\left(f d x^{1}\right)\right) & =j_{0}^{2}\left(f(0) x^{1}+\frac{1}{2} \sum_{i=1}^{n} \frac{\partial f}{\partial x^{i}}(0) x^{i} x^{1}\right) \\
& =\frac{1}{2} j_{0}^{2}\left((f+f(0)) x^{1}\right)
\end{aligned}
$$

The lemma is proved.
Remark 1.1. (a) For 1 -manifolds we have $\tilde{B}^{(1)}=\tilde{A}^{(2)}$, where $\tilde{A}^{(2)}$ is described in Lemma 1.1 and $\tilde{B}^{(1)}$ is described in Lemma 1.2.
(b) Let $n, r \geq 2$ and $a \in \mathbf{R}$. We have $x^{2} d x^{1}=\frac{x^{2}}{1+x^{1}} d\left(x^{1}+\frac{1}{2}\left(x^{1}\right)^{2}\right)$ near $(1,1,0, \ldots, 0) \in \mathbf{R}^{n}$ and

$$
j_{(1,1,0, \ldots, 0)}^{r}\left(\left(x^{2}+a\right)\left(x^{1}-1\right)\right) \neq j_{(1,1,0, \ldots, 0)}^{r}\left(\left(\frac{x^{2}}{1+x^{1}}+\frac{a}{2}\right)\left(x^{1}+\frac{1}{2}\left(x^{1}\right)^{2}-1,5\right)\right)
$$

if either $r \geq 3$ or $a \neq 1$. (It is sufficient to consider the coordinates of these jets corresponding to $\frac{\partial^{2}}{\partial\left(x^{1}\right)^{2}}$ and $\frac{\partial^{3}}{\partial x^{2}\left(\partial x^{1}\right)^{2}}$.) Thus if there exists a linear natural operator $\tilde{B}: T^{*} \rightarrow T^{r *}$ such that

$$
\tilde{B}_{M}(f d g)=j_{x_{o}}^{r}\left(\left(f+a f\left(x_{o}\right)\right)\left(g-g\left(x_{o}\right)\right)\right)
$$

for any $n$-manifold $M$, any $x_{o} \in M$ and any $f, g: M \rightarrow \mathbf{R}$, then $a=1$ and $r=2$.
We are now in position to give some examples of linear natural operators $T^{*} \rightarrow$ $T^{*} T^{(r)}$.
Example 1.2. (I) Let $\tilde{A}: T^{*} \rightarrow T^{p *}$ be a linear natural operator. Then for any $\omega \in \Omega^{1}(M)$ we have a section $\tilde{A}_{M}(\omega): M \rightarrow T^{r *} M$. This section can be interpreted as a mapping $\bar{A}_{M}(\omega): T^{(r)} M \rightarrow \mathbf{R},\left(\bar{A}_{M}(\omega)\right)(\Theta)=\Theta\left(\left(\tilde{A}_{M}(\omega)\right)(x)\right)$, where $\Theta \in T_{x}^{(r)} M, x \in M$. The family of functions

$$
\begin{equation*}
\Omega^{1}(M) \ni \omega \rightarrow A_{M}(\omega):=d\left(\bar{A}_{M}(\omega)\right) \in \Omega^{1}\left(T^{(r)} M\right) \tag{1.4}
\end{equation*}
$$

where $M$ is an $n$-manifold, is a linear natural operator $T^{*} \rightarrow T^{*} T^{(r)}$ in the sense of Definition 0.1. We apply this general construction to some linear natural operators $T^{*} \rightarrow T^{r *}$.
(a) Applying this construction to $\tilde{A}^{(r)}: T^{*} \rightarrow T^{r *}$ described in Lemma 1.1 we get a linear natural operator $A^{(r)}: T^{*} \rightarrow T^{*} T^{(r)}$ for 1-manifolds.
(b) Similarly, applying this construction to $\tilde{B}^{(n)}: T^{*} \rightarrow T^{2 *}$ described in Lemma 1.2 we get a linear natural operator $B^{(n)}: T^{*} \rightarrow T^{*} T^{(2)}$ for $n$-manifolds .
(c) Using the natural vector bundle isomorphism $i_{M}: T^{1 *} M \rightarrow T^{*} M, i_{M}\left(j_{x}^{1} \gamma\right):=$ $d_{x} \gamma$, we define a linear natural operator $\tilde{C}^{(n)}: T^{*} \rightarrow T^{1 *}, \tilde{C}_{M}^{(n)}(\omega):=i_{M}^{-1} \circ \omega$, for any $n$-manifold $M$ and any $\omega \in \Omega^{1}(M)$. Oving to the general construction described above this operator induces a linear natural operator $C^{(n)}: T^{*} \rightarrow T^{*} T^{(1)}$ for $n$-manifolds.
(II) Let $i_{M}^{*}: T M \rightarrow T^{(1)} M$ be the natural vector bundle isomorphism dual to $i_{M}: T^{1 *} M \rightarrow T^{*} M$. We define a linear natural operator $D^{(n)}: T^{*} \rightarrow T^{*} T^{(1)}$ by

$$
D_{M}^{(n)}(\omega)=\left(\left(i_{M}^{*}\right)^{-1}\right)^{*} \omega^{C}-C_{M}^{(n)}(\omega)
$$

for any $n$-manifold $M$ and any $\omega \in \Omega^{1}(M)$, where $\omega^{C} \in \Omega^{1}(T M)$ denotes the complete lift of $\omega$ to $T M$ in the sense of [9] and $C^{(n)}$ is described above.

The main result of this paper is the following theorem corresponding to Theorem 0.1 .

Theorem 1.1. (a) If $n \geq 2$ and $r \geq 3$, then the linear natural operator $\pi^{*}$ described in Example 1.1 forms a basis of the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ for $n$-manifolds.
(b) If $n \geq 2$, then the linear natural operators $\pi^{*}$ and $B^{(n)}$ described in Examples 1.1 and 1.2 form a basis of the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(2)}$ for $n$-manifolds.
(c) If $n \geq 2$, then the linear natural operators $\pi^{*}, C^{(n)}$ and $D^{(n)}$ described in Examples 1.1 and 1.2 form a basis of the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(1)}$ for $n$-manifolds.
(d) If $r \geq 1$, then the linear natural operators $\pi^{*}$ and $A^{(r)}$ described in Examples 1.1 and 1.2 form a basis of the vector space of all linear natural operators $T^{*} \rightarrow$ $T^{*} T^{(r)}$ for 1-manifolds.
2. The linear natural operators described in Examples 1.1 and 1.2 have the following properties.
Lemma 2.1. (a) Let $r \geq 1$. Then $\pi *$ and $A^{(r)}$ are linearly independent in the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ for 1-manifolds.
(b) Let $n \geq 2$. Then $\pi^{*}$ and $B^{(n)}$ are linearly independent in the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(2)}$ for $n$-manifolds.
(c) Let $n \geq 2$. Then $\pi^{*}, C^{(n)}, D^{(n)}$ are linearly independent in the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(1)}$ for $n$-manifolds.

Proof. At first we make some preparations. Let $V T^{(r)} M:=\operatorname{ker}\left(T \pi_{M}\right) \subset T T^{(r)} M$ be the vertical distribution. We see that:
(1) $A_{\mathbf{R}}^{(r)}\left(d x^{1}\right)(v) \neq 0$ for some $v \in V T^{(r)} \mathbf{R} \cap\left(T T^{(r)}\right)_{0} \mathbf{R}$. For, $\left(\tilde{A}_{\mathbf{R}}^{(r)}\left(d x^{1}\right)\right)(0)=$ $j_{0}^{r}\left(x^{1}\right) \neq 0$, and hence $\bar{A}_{\mathbf{R}}^{(r)}\left(d x^{1}\right) \mid T_{0}^{(r)} \mathbf{R}$ is not constant.
(2) Similarly, $B_{\mathbf{R}^{n}}^{(n)}\left(d x^{1}\right)(v) \neq 0$ for some $v \in V T^{(2)} \mathbf{R}^{n} \cap\left(T T^{(2)}\right)_{0} \mathbf{R}^{n}$, and $C_{\mathbf{R}^{n}}^{(n)}\left(d x^{1}\right)(v) \neq 0$ for some $v \in V T^{(1)} \mathbf{R}^{n} \cap\left(T T^{(1)}\right)_{0} \mathbf{R}^{n}$.
(3) $\pi_{M}^{*}(\omega)(v)=0$ for any $n$-manifold $M$, any $\omega \in \Omega^{1}(M)$ and any $v \in V T^{(r)} M$.
(4) $D_{M}^{(n)}(\omega)(v)=0$ for any $n$-manifold $M$, any $\omega \in \Omega^{1}(M)$ and any $v \in$ $V T^{(1)} M$.
For let us consider a vector field $X$ on $M$, a point $y \in T_{x} M, x \in M$, such that $X^{V}(y)=v$, where $X^{V}$ is the vertical lift of $X$ to $T M$, cf. [9]. Then $\omega^{C}\left(X^{V}\right)(y)=$ $(\omega(X))(x)$ and

$$
\left(\left(\left(i_{M}^{*}\right)^{*}\left(C_{M}^{(n)}(\omega)\right)\right)\left(X^{V}\right)\right)(y)=\left.\frac{d}{d t} \omega(y+t X(x))\right|_{t=0}=(\omega(X))(x)
$$

Hence $D_{M}^{(n)}(\omega)(v)=0$.
(5) $D_{\mathbf{R}^{n}}^{(n)}\left(x^{2} d x^{1}\right)\left(i_{\mathbf{R}^{n}}^{*}\left(v_{o}\right)\right) \neq 0$, where $v_{o}=\partial_{1}(0) \in T_{0} \mathbf{R}^{n}$ and $i_{M}^{*}: T M \rightarrow$ $T^{(1)} M$ is the natural vector bundle isomorphism (see Example 1.2 (II)). For, $\left(\left(x^{2} d x^{1}\right)^{C}\left(\partial_{2}^{C}\right)\right)\left(v_{o}\right)=\left(\left(x^{2} d x^{1}\right)\left(\partial_{2}\right)\right)^{C}\left(v_{o}\right)=0$ and

$$
\begin{aligned}
\left(\left(\left(i_{M}^{*}\right)\left(C_{\mathbf{R}^{n}}^{(n)}\left(x^{2} d x^{1}\right)\right)\right)\left(\partial_{2}^{C}\right)\right)\left(v_{o}\right) & =\left.\frac{d}{d t}\left(\left(x^{2} d x^{1}\right)\left(T \tau_{(0, t, 0, \ldots, 0)}\left(v_{o}\right)\right)\right)\right|_{t=0} \\
& =\left.\frac{d}{d t}(t)\right|_{t=0}=1
\end{aligned}
$$

where $\tau_{(0, t, 0, \ldots, 0)}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is the translation by $(0, t, 0, \ldots, 0)$ (the flow of $\partial_{2}$ ) and $\partial_{2}^{C}$ is the complete lift of $\partial_{2}$ to $T \mathbf{R}^{n}$, i.e. the vector field on $T \mathbf{R}^{n}$ generated by the flow $T \tau_{(0, t, 0, \ldots, 0)}$. Hence $D_{\mathbf{R}^{n}}^{(n)}\left(x^{2} d x^{1}\right) \neq 0$ at $i_{M}^{*}\left(v_{o}\right)$.
(6) $\pi_{\mathbf{R}^{n}}^{*}\left(x^{2} d x^{1}\right)=0$ on the fibre $T_{0}^{(1)} \mathbf{R}^{n}$.

Using these facts one can prove the lemma as follows. We prove only part (c). Suppose that $\alpha \pi^{*}+\beta C^{(n)}+\gamma D^{(n)}=0$ for some $\alpha, \beta, \gamma \in \mathbf{R}$. Since $\pi_{\mathbf{R}^{n}}^{*}\left(d x^{1}\right)(v)=$ $0, D_{\mathbf{R}^{n}}^{(n)}\left(d x^{1}\right)(v)=0$ and $C_{\mathbf{R}^{n}}^{(n)}\left(d x^{1}\right)(v) \neq 0$ for some $v \in V T^{(1)} \mathbf{R}^{n} \cap\left(T T^{(1)}\right)_{0} \mathbf{R}^{n}$, then $\beta=0$. Next, since $D_{\mathbf{R}^{n}}^{(n)}\left(x^{2} d x^{1}\right) \neq 0$ at $i_{\mathbf{R}^{n}}^{*}\left(v_{o}\right)$ and $\pi_{\mathbf{R}^{n}}^{*}\left(x^{2} d x^{1}\right)=0$ at $i_{\mathbf{R}^{n}}^{*}\left(v_{o}\right)$, then $\gamma=0$. Then, since $\pi^{*} \neq 0, \alpha=0$.
3. In this item we prove the following reducibility lemma.

Lemma 3.1. Let $A, B: T^{*} \rightarrow T^{*} T^{(r)}$ be two linear natural operators for $n$ manifolds. Suppose that $A_{\mathbf{R}^{n}}\left(\omega_{0}\right)=B_{\mathbf{R}^{n}}\left(\omega_{0}\right)$, where $\omega_{o}=x^{2} d x^{1}$, if $n \geq 2$, and $\omega_{0}=d x^{1}$, if $n=1$. Then $A=B$.

Proof. . At first we assume that $n \geq 2$. Consider a mapping $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$. Let $y \in$ $\mathbf{R}^{n}$. There is $\tau \in \mathbf{R}$ such that $\frac{\partial\left(f+\tau \overline{x^{2}}\right)}{\partial x^{2}}(y) \neq 0$. Using the assumption of the lemma and the invariancy of $A$ and $B$ with respect to the local diffeomorphism ( $x^{1}, f+$ $\left.\tau x^{2}, x^{3}, \ldots, x^{n}\right)$ defined on some neighbourhood of $y$ we deduce that $A_{\mathbf{R}^{n}}((f+$ $\left.\left.\tau x^{2}\right) d x^{1}\right)=B_{\mathbf{R}^{n}}\left(\left(f+\tau x^{2}\right) d x^{1}\right)$ over $y$. Then by the linearity of $A$ and $B$ we deduce that $A_{\mathbf{R}^{n}}\left(f d x^{1}\right)=B_{\mathbf{R}^{n}}\left(f d x^{1}\right)$ over $y$. Hence $A_{\mathbf{R}^{n}}\left(f d x^{1}\right)=B_{\mathbf{R}^{n}}\left(f d x^{1}\right)$ for any $f$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}$. Next using the invariancy of $A$ and $B$ with respect to diffeomorphisms which permute coordinates we deduce that $A_{\mathbf{R}^{n}}\left(f d x^{i}\right)=B_{\mathbf{R}^{n}}\left(f d x^{i}\right)$ for any $f$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}$ and any $i=1, \ldots, n$. Thus by the linearity of $A$ and $B$ we obtain that $A_{\mathbf{R}^{n}}(\omega)=B_{\mathbf{R}^{n}}(\omega)$ for any $\omega \in \Omega^{1}\left(\mathbf{R}^{n}\right)$. Then $A=B$ because of the invariancy of $A$ and $B$ with respect to charts.

Now, let $n=1$. Consider $\omega \in \Omega^{1}(\mathbf{R})$ and $y \in \mathbf{R}^{n}$. There is $\tau \in \mathbf{R}$ such that $\left(\omega+\tau \omega_{o}\right)(y) \neq 0$. There is a local diffeomorphism defined on some neighbourhood of $y$ which transforms $\operatorname{germ}_{y}\left(\omega+\tau \omega_{0}\right)$ into $\operatorname{germ}_{0}\left(\omega_{0}\right)$. By the assumption of the lemma and the invariancy of $A$ and $B$ we deduce that $A_{\mathbf{R}}\left(\omega+\tau \omega_{o}\right)=B_{\mathbf{R}}\left(\omega+\tau \omega_{0}\right)$ over $y$. Then by the linearity of $A$ and $B$ we get $A_{\mathbf{R}}(\omega)=B_{\mathbf{R}}(\omega)$ over $y$. Hence $A=B$ because of the invariancy of $A$ and $B$ with respect to charts.
Remark 3.1. This lemma is true for every natural bundle $E$ instead of $T^{(r)}$.
4. Let $S=\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in(\mathbf{N} \bigcup\{0\})^{n}: 1 \leq|\alpha| \leq r\right\}$. On $T^{(r)} \mathbf{R}^{n}$ we have the coordinates $\left(x^{i}, X^{\alpha}\right), i=1, \ldots, n, \alpha \in S$, given by

$$
\begin{equation*}
x^{i}(\Theta)=x_{o}^{i}, \quad X^{\alpha}(\Theta)=\Theta\left(j_{x_{o}}^{r}\left(\left(x-x_{o}\right)^{\alpha}\right)\right) \tag{4.0}
\end{equation*}
$$

where $\Theta \in T_{x_{o}}^{(r)} \mathbf{R}^{n}$ and $x_{o}=\left(x_{o}^{1}, \ldots, x_{o}^{n}\right) \in \mathbf{R}^{n}$. We shall identify $\mathbf{R}^{n} \times \mathbf{R}^{S}$ with $T^{(r)} \mathbf{R}^{n}$ by these coordinates.

We prove the following lemma.
Lemma 4.1. Let $n \geq 2$. Let $G$ be a local diffeomorphism defined on some neighbourhood $U$ of $0 \in \mathbf{R}^{n}$ by $G=\left(\left(x^{1}-\frac{1}{2}\left(x^{1}\right)^{2}, \frac{x^{2}}{1-x^{1}}, x^{3}, \ldots, x^{n}\right)\right.$. Then:

$$
\begin{gather*}
X^{(1,0, \ldots, 0)} \circ T^{(1)} G=\left(1-x^{1}\right) X^{(1,0, \ldots, 0)}  \tag{4.1}\\
X^{(0,1,0, \ldots, 0)} \circ T^{(1)} G=\frac{x^{2}}{\left(1-x^{1}\right)^{2}} X^{(1,0, \ldots, 0)}+\frac{1}{1-x^{1}} X^{(0,1,0, \ldots, 0)} \tag{4.2}
\end{gather*}
$$

over $U$, if $r=1$;

$$
\begin{equation*}
X^{(1,1,0, \ldots, 0)} \circ T^{(2)} G=\frac{x^{2}}{1-x^{1}} X^{(2,0, \ldots, 0)}+X^{(1,1,0, \ldots, 0)} \tag{4.3}
\end{equation*}
$$

$$
\begin{align*}
X^{(1,0, \ldots, 0)} \circ T^{(2)} G & =\left(1-x^{1}\right) X^{(1,0, \ldots, 0)}-\frac{1}{2} X^{(2,0, \ldots, 0)},  \tag{4.4}\\
X^{(0,1,0, \ldots, 0)} \circ T^{(2)} G & =\frac{x^{2}}{\left(1-x^{1}\right)^{2}} X^{(1,0, \ldots, 0)}+\frac{1}{1-x^{1}} X^{(0,1,0, \ldots, 0)} \\
& +\frac{x^{2}}{\left(1-x^{1}\right)^{3}} X^{(2,0, \ldots, 0)}+\frac{1}{\left(1-x^{1}\right)^{2}} X^{(1,1,0, \ldots, 0)} \tag{4.5}
\end{align*}
$$

over $U$, if $r=2$; and

$$
\begin{equation*}
X^{(1,1,0, \ldots, 0)} \circ T^{(3)} G=X^{(1,1,0, \ldots, 0)}+\frac{1}{2} X^{(2,1,0, \ldots, 0)} \tag{4.6}
\end{equation*}
$$

on the fibre over $0 \in \mathbf{R}^{n}$, if $r=3$.
Proof. Let $x_{o}=\left(x_{o}^{1}, \ldots, x_{o}^{n}\right) \in U$ and $\Theta \in T_{x_{o}}^{(2)} \mathbf{R}^{n}$. We see that

$$
\begin{align*}
j_{x_{o}}^{2}\left[G^{1}-G^{1}\left(x_{o}\right)\right] & =j_{x_{o}}^{2}\left[\left(1-x_{o}^{1}\right)\left(x^{1}-x_{o}^{1}\right)-\frac{1}{2}\left(x^{1}-x_{o}^{1}\right)^{2}\right] \text { and }  \tag{4.7}\\
j_{x_{o}}^{2}\left[G^{2}-G^{2}\left(x_{o}\right)\right] & =j_{x_{o}}^{2}\left[\frac{x_{o}^{2}}{\left(1-x_{o}^{1}\right)^{2}}\left(x^{1}-x_{o}^{1}\right)+\frac{1}{1-x_{o}^{1}}\left(x^{2}-x_{o}^{2}\right)\right. \\
& +\frac{x_{o}^{2}}{\left(1-x_{o}^{1}\right)^{3}}\left(x^{1}-x_{o}^{1}\right)^{2}  \tag{4.8}\\
& \left.+\frac{1}{\left(1-x_{o}^{1}\right)^{2}}\left(x^{1}-x_{o}^{1}\right)\left(x^{2}-x_{o}^{2}\right)\right]
\end{align*}
$$

$$
\begin{align*}
j_{x_{o}}^{2}\left[\left(G^{1}-G^{1}\left(x_{o}\right)\right)\right. & \left.\left(G^{2}-G^{2}\left(x_{o}\right)\right)\right] \\
& =j_{x_{o}}^{2}\left[\frac{x_{o}^{2}}{1-x_{o}^{1}}\left(x^{1}-x_{o}^{1}\right)^{2}+\left(x^{1}-x_{o}^{1}\right)\left(x^{2}-x_{o}^{2}\right)\right] \tag{4.9}
\end{align*}
$$

$$
\begin{equation*}
j_{0}^{3}\left(G_{1} G_{2}\right)=j_{0}^{3}\left(x^{1} x^{2}+\frac{1}{2} x^{2}\left(x^{1}\right)^{2}\right), \tag{4.10}
\end{equation*}
$$

where $G=\left(G^{1}, G^{2}, \ldots, G^{n}\right)$. Then for $\Theta \in T_{x_{o}}^{(2)} \mathbf{R}^{n}$ we have

$$
\begin{aligned}
\left(X^{(1,1,0, \ldots, 0)} \circ T^{(2)} G\right)(\Theta) & =\left(T^{(2)} G(\Theta)\right)\left(j_{G\left(x_{o}\right)}^{2}\left[\left(x^{1}-G^{1}\left(x_{o}\right)\right)\left(x^{2}-G^{2}\left(x_{o}\right)\right)\right]\right) \\
& =\Theta\left(j_{x_{o}}^{2}\left[\left(G^{1}-G^{1}\left(x_{o}\right)\right)\left(G^{2}-G^{2}\left(x_{o}\right)\right)\right]\right) \\
& =\Theta\left(j_{x_{o}}^{2}\left[\frac{x_{o}^{2}}{1-x_{o}^{1}}\left(x^{1}-x_{o}^{1}\right)^{2}+\left(x^{1}-x_{o}^{1}\right)\left(x^{2}-x_{o}^{2}\right)\right]\right) \\
& =\left(\frac{x^{2}}{1-x^{1}} X^{(2,0, \ldots, 0)}\right)(\Theta)+X^{(1,1,0, \ldots, 0)}(\Theta)
\end{aligned}
$$

because of (4.9). It implies (4.3). Similarly, from (4.7) and (4.8) it follows (4.1), (4.4) and (4.2), (4.5) respectively. From (4.10) it follows (4.6).
5. Proof of Theorem 1.1. Let $A: T^{*} \rightarrow T^{*} T^{(r)}$ be a linear natural operator. After the identification $T^{(r)} \mathbf{R}^{n}=\mathbf{R}^{n} \times \mathbf{R}^{S}$ (see Item 4) we can write

$$
\begin{equation*}
A_{\mathbf{R}^{n}}\left(\omega_{o}\right)=\sum_{i=1}^{n} f_{i} d x^{i}+\sum_{\alpha \in S} f_{\alpha} d X^{\alpha} \tag{5.0}
\end{equation*}
$$

for some mappings $f_{i}, f_{\alpha}: \mathbf{R}^{n} \times \mathbf{R}^{S} \rightarrow \mathbf{R}$, where $\omega_{o}$ is as in Lemma 3.1. We consider two cases.
(I) At first we assume that $n \geq 2$. Using the invariancy of $A$ with respect to the diffeomorphisms $t i d,\left(x^{1}, t x^{2}, \ldots, t x^{n}\right),\left(t x^{1}, x^{2}, t x^{3}, \ldots, t x^{n}\right),\left(x^{1}, x^{2}, t x^{3}, \ldots, t x^{n}\right)$ and $\left(x^{1}+1, x^{2}, \ldots, x^{n}\right)$ and the linearity of $A$ we obtain

$$
\begin{gather*}
t^{2} f_{\alpha}\left(x^{j}, X^{\beta}\right)=t^{|\alpha|} f_{\alpha}\left(t x^{j}, t^{|\beta|} X^{\beta}\right)  \tag{5.1}\\
t f_{\alpha}\left(x^{j}, X^{\beta}\right)=t^{|\alpha|-\alpha_{1}} f_{\alpha}\left(t^{1-\delta_{13}} x^{j}, t^{|\beta|-\beta_{1}} X^{\beta}\right), \\
t f_{\alpha}\left(x^{j}, X^{\beta}\right)=t^{|\alpha|-\alpha_{2}} f_{\alpha}\left(t^{1-\delta_{2 j}} x^{j}, t^{|\beta|-\beta_{2}} X^{\beta}\right), \\
f_{\alpha}\left(x^{j}, X^{\beta}\right)=t^{|\alpha|-\alpha_{1}-\alpha_{2}} f_{\alpha}\left(t^{1-\delta_{1 j}-\delta_{2 j}} x^{j}, t^{|\beta|-\beta_{1}-\beta_{2}} X^{\beta}\right), \\
f_{\alpha}\left(x^{j}, X^{\beta}\right)=f_{\alpha}\left(x^{j}+\delta_{1 j}, X^{\beta}\right) \\
t^{2} f_{i}\left(x^{j}, X^{\beta}\right)=t f_{i}\left(t x^{j}, t^{|\beta|} X^{\beta}\right) \\
t f_{i}\left(x^{j}, X^{\beta}\right)=t^{1-\delta_{1 i}} f_{i}\left(t^{1-\delta_{1 j}} x^{j}, t^{|\beta|-\beta_{1}} X^{\beta}\right), \\
t f_{i}\left(x^{j}, X^{\beta}\right)=t^{1-\delta_{2 i}} f_{i}\left(t^{1-\delta_{2 j}} x^{j}, t^{|\beta|-\beta_{2}} X^{\beta}\right), \\
f_{i}\left(x^{j}, X^{\beta}\right)=t^{1-\delta_{1 i}-\delta_{2 i}} f_{i}\left(t^{1-\delta_{1 j}-\delta_{2 j}} x^{j}, t^{|\beta|-\beta_{1}-\beta_{2}} X^{\beta}\right) \\
f_{i}\left(x^{j}, X^{\beta}\right)=f_{i}\left(x^{j}+\delta_{1 j}, X^{\beta}\right), \tag{5.10}
\end{gather*}
$$

for any $t \in \mathbf{R}-\{0\}$, any $\left(x^{j}, X^{\beta}\right)=\left(x^{j}, X^{\beta}\right)_{j=1, \ldots, n, \beta \in S} \in \mathbf{R}^{n} \times \mathbf{R}^{S}$, any $\alpha \in S$ and any $i=1, \ldots, n$, where $\delta_{i j}$ is the Cronecker delta. (For example,

$$
t^{2} A_{\mathbf{R}^{n}}\left(\omega_{o}\right)=A_{\mathbf{R}^{n}}\left(t^{2} \omega_{o}\right)=A_{\mathbf{R}^{n}}\left((t i d)^{*} \omega_{o}\right)=\left(T^{(r)}(t i d)\right)^{*}\left(A_{\mathbf{R}^{n}}\left(\omega_{o}\right)\right)
$$

and $X^{\alpha} \circ T^{(r)}(t i d)=t^{|\alpha|} X^{\alpha}$ for any $\alpha \in S$ and any $t \in \mathbf{R}-\{0\}$. It implies (5.1) and (5.6). Similarly one can prove (5.2) - (5.5) and (5.7) - (5.10). )

From (5.1), (5.2), (5.3) and (5.4) it follows that $f_{\alpha}=0$, if $|\alpha| \geq 3$ or $|\alpha|-\alpha_{1} \geq 2$ or $|\alpha|-\alpha_{2} \geq 2$ or $|\alpha|-\alpha_{1}-\alpha_{2} \geq 1$, i.e. if $\alpha \in S-\{(1,1,0, \ldots, 0),(1,0, \ldots, 0)$, $(0,1,0, \ldots, 0)\}$.

From (5.1) we get that $f_{(1,1,0 \ldots, 0)}$ does not depend on $x^{j}$ and $X^{\beta}$ for any $j=$ $1, \ldots, n$ and any $\beta \in S$.

By (5.1) and the homogeneous function theorem, cf. [4], we obtain that $f_{(1,0, \ldots, 0)}$ and $f_{(0,1,0, \ldots, 0)}$ are linear in $x^{j}$ and $X^{\beta}$ with $|\beta|=1$ and they are independent of $X^{\beta}$ with $|\beta| \geq 2$. Next, using (5.4) and (5.5) we see that they are independent of $x^{1}, x^{3}, \ldots, x^{n}$ and $X^{(0,0,1,0, \ldots, 0)}, \ldots, X^{(0, \ldots, 0,1)}$. Using (5.3) we deduce that $f_{(1,0, \ldots, 0)}$ is independent of $X^{(1,0, \ldots, 0)}$. Similarly, $f_{(0,1,0, \ldots, 0)}$ is independent of $X^{(0,1,0, \ldots, 0)}$ and $x^{2}$, because of (5.2).

Using similar arguments it folows from (5.6) - (5.10) that $f_{3}=\ldots=f_{n}=0, f_{1}$ depends linearly on $x^{2}$ and $X^{(0,1,0, \ldots, 0)}$ and it is independent of the other $x^{j}$ and $X^{\beta}$, and $f_{2}$ depends linearly on $X^{(1,0, \ldots, 0)}$ and it is independent of the other $X^{\beta}$ and $x^{j}$.

Hence

$$
\begin{align*}
A_{\mathbf{R}^{n}}\left(\omega_{0}\right) & =\mu_{1} d X^{(1,1,0, \ldots, 0)}+\left(\mu_{2} x^{2}+\mu_{3} X^{(0,1,0, \ldots, 0)}\right) d X^{(1,0, \ldots, 0)} \\
& +\mu_{4} X^{(1,0, \ldots, 0)} d X^{(0,1,0, \ldots, 0)}+\left(\mu_{5} x^{2}+\mu_{6} X^{(0,1,0, \ldots, 0)}\right) d x^{1}  \tag{5.11}\\
& +\mu_{7} X^{(1,0, \ldots, 0)} d x^{2}
\end{align*}
$$

for some $\mu_{1}, \ldots, \mu_{7} \in \mathbf{R}$. Obviously, if $r=1$ then the term $\mu_{1} d X^{(1,1,0, \ldots, 0)}$ does not exist.
It is clear that $\pi_{\mathbf{R}^{n}}^{*}\left(\omega_{0}\right)=x^{2} d x^{1}$. Thus replacing $A$ by $A-\mu_{5} \pi^{*}$ one can assume (in (5.11)) that $\mu_{5}=0$.

We consider four subcases:
(a) At first we assume that $r=1$. The local diffeomorphism $G$ described in Lemma 4.1 preserves $\operatorname{germ}_{0}\left(\omega_{0}\right)$. Hence by the invariancy of $A$ with respect to $G$
and by (4.1) and (4.2) from (5.11) we obtain

$$
\begin{aligned}
& \mu_{3} X^{(0,1,0, \ldots, 0)} d X^{(1,0, \ldots, 0)}+\mu_{4} X^{(1,0, \ldots, 0)} d X^{(0,1,0, \ldots, 0)} \\
& \quad+\mu_{6} X^{(0,1,0, \ldots, 0)} d x^{1}+\mu_{7} X^{(1,0, \ldots, 0)} d x^{2} \\
& \quad=\mu_{3}\left(X^{(0,1,0, \ldots, 0)} \circ T^{(1)} G\right) d\left(X^{(1,0, \ldots, 0)} \circ T^{(1)} G\right) \\
& \quad+\mu_{4}\left(X^{(1,0, \ldots, 0)} \circ T^{(1)} G\right) d\left(X^{(0,1,0, \ldots, 0)} \circ T^{(1)} G\right) \\
& \quad+\mu_{6}\left(X^{(0,1,0, \ldots, 0)} \circ T^{(1)} G\right) d\left(x^{1} \circ T^{(1)} G\right)+\mu_{7}\left(X^{(1,0, \ldots, 0)} \circ T^{(1)} G\right) d\left(x^{2} \circ T^{(1)} G\right) \\
& \quad=\mu_{3} X^{(0,1,0, \ldots, 0)}\left(d X^{(1,0, \ldots, 0)}-X^{(1,0, \ldots, 0)} d x^{1}\right) \\
& \quad+\mu_{4} X^{(1,0, \ldots, 0)}\left(X^{(1,0, \ldots, 0)} d x^{2}+d X^{(0,1,0, \ldots, 0)}+X^{(0,1,0, \ldots, 0)} d x^{1}\right) \\
& \quad+\mu_{6} X^{(0,1,0, \ldots, 0)} d x^{1}+\mu_{7} X^{(1,0, \ldots, 0)} d x^{2}
\end{aligned}
$$

on the fibre $\left(T^{(1)} \mathbf{R}^{n}\right)_{0}$ of $T^{(1)} \mathbf{R}^{n}$ over 0. (For example, by (4.1)

$$
\begin{aligned}
d\left(X^{(1,0, \ldots, 0)} \circ T^{(1)} G\right) & =d\left(\left(1-x^{1}\right) X^{(1,0, \ldots, 0)}\right) \\
& =-X^{(1,0, \ldots, 0)} d x^{1}+\left(1-x^{1}\right) d X^{(1,0, \ldots, 0)} \\
& =d X^{(1,0, \ldots, 0)}-X^{(1,0, \ldots, 0)} d x^{1}
\end{aligned}
$$

on the fibre $\left(T^{(1)} \mathbf{R}^{n}\right)_{0}$ as $x^{1}=\ldots=x^{n}=0$. Similarly we analyse the other terms.) It implies that $\mu_{3}=\mu_{4}=0$. (We analyse the coefficients corresponding to $\left(X^{(0,1,0, \ldots, 0)}\right)^{2} d x^{2}$ and $X^{(0,1, \ldots, 0)} X^{(1,0, \ldots, 0)} d x^{1}$.)
Next using the invariancy of $A$ with respect to $G$ and (4.1) and (4.2) from (5.11) we have

$$
\begin{aligned}
& \mu_{2} x^{2} d X^{(1,0, \ldots, 0)}+\mu_{6} X^{(0,1,0, \ldots, 0)} d x^{1}+\mu_{7} X^{(1,0, \ldots, 0)} d x^{2} \\
& \quad=\mu_{2} \frac{x^{2}}{1-x^{1}}\left(-X^{(1,0, \ldots, 0)} d x^{1}+\left(1-x^{1}\right) d X^{(1,0, \ldots, 0)}\right) \\
& \quad+\mu_{6}\left(\frac{x^{2}}{\left(1-x^{1}\right)^{2}} X^{(1,0, \ldots, 0)}+\frac{1}{1-x^{1}} X^{(0,1,0, \ldots, 0)}\right)\left(1-x^{1}\right) d x^{1} \\
& \quad+\mu_{7}\left(1-x^{1}\right) X^{(1,0, \ldots, 0)}\left(\frac{1}{1-x^{1}} d x^{2}+\frac{x^{2}}{\left(1-x^{1}\right)^{2}} d x^{1}\right)
\end{aligned}
$$

over some neighbourhood of $0 \in \mathbf{R}^{n}$. It implies that $\mu_{2}=\mu_{6}+\mu_{7}$. (We multiply booth sides of the equality by $1-x^{1}$ and next we analyse the coefficients on $x^{2} X^{(1,0, \ldots, 0)} d x^{1}$.)

On the other hand by Lemma 3.1 the mapping $A \rightarrow A_{\mathbf{R}^{n}}\left(x^{2} d x^{1}\right)$ is a linerar monomorphism. Hence the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(1)}$ has dimension $\leq 3$. (This vector space depends eventually on $\mu_{5}, \mu_{6}$ and $\mu_{7}$.) Since $\pi^{*}, C^{(n)}, D^{(n)}: T^{*} \rightarrow T^{*} T^{(1)}$ described in Examples 1.1 and 1.2 are linearly independent (see Lemma 2.1), we end the proof in this subcase.
(b) Now we assume that $r=2$.

In general, for $r_{1} \leq r_{2}$ we have a natural vector bundle monomorphism $I_{M}^{r_{1}, r_{2}}$ : $T^{\left(r_{1}\right)} M \rightarrow T^{\left(r_{2}\right)} M,\left(I_{M}^{r_{1}, r_{2}}(\Theta)\right)\left(j_{x}^{r_{2}} \boldsymbol{\gamma}\right):=\Theta\left(j_{x}^{r_{1}} \gamma\right)$, where $M$ is a manifold, $\Theta \in$ $T_{x}^{\left(r_{1}\right)} M, x \in M$ and $j_{x}^{r_{2}} \gamma \in T_{x}^{r_{2} *} M=\left(T_{x}^{\left(r_{2}\right)} M\right)^{*}$.

The natural vector bundle monomorphism $I=I^{1,2}: T^{(1)} \rightarrow T^{(2)}$ induces a linear natural operator $I^{*} A: T^{*} \rightarrow T^{*} T^{(1)},\left(I^{*} A\right)_{M}(\omega):=I_{M}^{*}\left(A_{M}(\omega)\right)$, for any $n$-manifold $M$ and any $\omega \in \Omega^{1}(M)$. We see that $X^{\alpha} \circ I_{\mathbf{R}^{n}}=X^{\alpha}$ for any $\alpha \in S$ with $|\alpha|=1$, and $X^{\alpha} \circ I_{\mathbf{R}^{n}}=0$ for any $\alpha \in S$ with $|\alpha|=2$. Therefore it follows from subcase (a) that we have the formula (5.11) with $\mu_{4}=\mu_{3}=\mu_{5}=0$ and $\mu_{2}=\mu_{6}+\mu_{7}$. By the invariancy of $A$ with respect to $G$ and by (4.3), (4.4) and (4.5) from (5.11) we obtain

$$
\begin{aligned}
& \mu_{1} d X^{(1,1,0, \ldots, 0)}+\mu_{6} X^{(0,1,0, \ldots, 0)} d x^{1}+\mu_{7} X^{(1,0, \ldots, 0)} d x^{2} \\
& \quad=\mu_{1}\left(X^{(2,0, \ldots, 0)} d x^{2}+d X^{(1,1,0, \ldots, 0)}\right) \\
& \quad+\mu_{6}\left(X^{(0,1,0, \ldots, 0)}+X^{(1,1,0, \ldots, 0)}\right) d x^{1}+\mu_{7}\left(X^{(1,0, \ldots, 0)}-\frac{1}{2} X^{(2,0, \ldots, 0)}\right) d x^{2}
\end{aligned}
$$

on the fibre $\left(T^{(2)} \mathbf{R}^{n}\right)_{0}$. It implies that $\mu_{6}=0$ and $\mu_{1}=\frac{1}{2} \mu_{7}$. (We consider the coefficients corresponding to $X^{(1,1,0, \ldots, 0)} d x^{1}$ and $X^{(2,0, \ldots, 0)} d x^{2}$.) Hence by Lemma 3.1 the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(2)}$ has dimension $\leq 2$. Since $\pi^{*}, B^{(n)}: T^{*} \rightarrow T^{*} T^{(2)}$ described in Examples 1.1 and 1.2 are linearly independent (see Lemma 2.1), we end the proof in this subcase.
(c) Let $r=3$. Using similar arguments as in subcase (b) with the natural vector bundle monomorphism $T^{(2)} \rightarrow T^{(3)}$ instead of $T^{(1)} \rightarrow T^{(2)}$ we have the formula (5.11) with $\mu_{1}=\frac{1}{2} \mu_{7}, \mu_{2}=\mu_{7}$ and $\mu_{3}=\mu_{4}=\mu_{5}=\mu_{6}=0$. Using the invariancy of $A$ with respect to $G$ and (4.6) from (5.11) we obtain

$$
\frac{1}{2} \mu_{7} d X^{(1,1,0, \ldots, 0)}=\frac{1}{2} \mu_{7}\left(d X^{(1,1,0, \ldots, 0)}+\frac{1}{2} d X^{(2,1,0, \ldots, 0)}\right)
$$

on the vertical space $V_{0}\left(T^{(3)} \mathbf{R}^{n}\right)$ with $0 \in\left(T^{(3)} \mathbf{R}^{n}\right)_{0}$. Then $\mu_{7}=0$. Hence by Lemma 3.1 the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(3)}$ has dimension $\leq 1$. Since $\pi^{*}: T^{*} \rightarrow T^{*} T^{(3)}$ described in Example 1.1 is not zero, we end the proof in this subcase.
(d) Let $r \geq 4$. Using similar arguments as in subcase (c) with the natural vector bundle monomorphism $T^{(3)} \rightarrow T^{(r)}$ instead of $T^{(2)} \rightarrow T^{(3)}$ we have the formula (5.11) with $\mu_{1}=\ldots=\mu_{7}=0$. Hence by Lemma 3.1 the vector space of all linear natural operators $T^{*} \rightarrow T^{*} T^{(r)}$ has dimension $\leq 1$. Since $\pi^{*}: T^{*} \rightarrow T^{*} T^{(r)}$ described in Example 1.1 is not zero, we end the proof in this subcase.
(II) Now we assume that $n=1$. Using the invariancy of $A$ with respect to $t$ id and the linearity of $A$ we deduce that

$$
\begin{gathered}
t f_{\alpha}\left(x^{1}, X^{\alpha}\right)=t^{|\alpha|} f_{\alpha}\left(t x^{1}, t^{|\beta|} X^{\beta}\right) \text { and } \\
t f_{1}\left(x^{1}, X^{\alpha}\right)=t f_{1}\left(t x^{1}, t^{|\beta|} X^{\beta}\right)
\end{gathered}
$$

for any $\alpha \in S$ and any $\left(x^{1}, X^{\beta}\right) \in \mathbf{R}^{n} \times \mathbf{R}^{S}$. Then $f_{\alpha}=0$, if $|\alpha| \geq 2$, and $f_{(1)}, f_{1}$ are constants. Hence

$$
A_{\mathbf{R}}\left(\omega_{o}\right)=\mu_{1} d X^{(1)}+\mu_{2} d x^{1}
$$

for some $\mu_{1}, \mu_{2} \in \mathbf{R}$. Thus the vector space of all linear natural operators $T^{*} \rightarrow$ $T^{*} T^{(r)}$ has dimension $\leq 2$. Since $\pi^{*}, A^{(r)}: T^{*} \rightarrow T^{*} T^{(r)}$ described in Examples 1.1 and 1.2 are linearly independent, we end the proof in this case.
6. We have the following simple corollary of Theorem 1.1.

Corollary 6.1. (a) If $n \geq 2$ and $r \geq 3$, then the vector space of all linear natural operators $T^{*} \rightarrow T^{r *}$ for $n$-manifolds is the zero vector space.
(b) If $n \geq 2$, then the vector space of all linear natural operators $T^{*} \rightarrow T^{2 *}$ for $n$-manifolds is generated (over $\mathbf{R}$ ) by $\tilde{B}^{(n)}: T^{*} \rightarrow T^{2 *}$ described in Lemma 1.2.
(c) If $n \geq 2$, then the vector space of all linear natural operators $T^{*} \rightarrow T^{1 *}$ for n-manifolds is generated (over $\mathbf{R}$ ) by $\tilde{C}^{(n)}: T^{*} \rightarrow T^{1 *}$ described in Example 1.2.
(d) If $r \geq 1$, then the vector space of all linear natural operators $T^{*} \rightarrow T^{r *}$ for 1 -manifolds is generated (over $\mathbf{R}$ ) by $\tilde{A}^{(r)}$ described in Lemma 1.1.

Proof. Let $r, n \in \mathbf{N}$. Let $\tilde{A}: T^{*} \rightarrow T^{p *}$ be a linear natural operator for $n$ manifolds. Using Example 1.2 we have the induced linear natural operator $A$ : $T^{*} \rightarrow T^{*} T^{(r)}$ given by (1.4). We see that if $\tilde{A}^{\prime}, \tilde{A}^{\prime \prime}: T^{*} \rightarrow T^{r *}$ are two linear natural operators such that for the induced operators $A^{\prime}, A^{\prime \prime}: T^{*} \rightarrow T^{*} T^{(r)}$ we have $A_{M}^{\prime}(\omega)=A "{ }_{M}(\omega)$ on the vertical distribution $V T^{(r)} M$ for any $n$-manifold $M$ and any $\omega \in \Omega^{1}(M)$, then $\tilde{A}^{\prime}=\tilde{A} "$. On the other hand $\pi_{M}^{*}(\omega)$ and $D_{M}^{(n)}(\omega)$ are zero on $V T^{(r)} M$ (see Proof of Lemma 2.1). Using Theorem 1.1 we end the proof.
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