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Abstract. In this paper we consider discrete Sturm-Liouville eigenvalue
problems of the form

L(y)k :=
nX

µ=0

(−∆)µ{rµ(k)∆µ
yk+1−µ} = λρ(k)yk+1

for 0 ≤ k ≤ N − n with y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0,

where N and n are integers with 1 ≤ n ≤ N and with the assumptions
that rn(k) 6= 0, ρ(k) > 0 for all k. These problems correspond to eigen-
value problems for symmetric, banded matrices A ∈ R(N+1−n)×(N+1−n)

with band-width 2n + 1. We present the following results: - a formula
for the chracteristic polynomial of A, which yields a recursion for its cal-
culation - an oscillation theorem, which generalizes Sturm’s well-known
theorem on Sturmian chains, and - an inversion formula, which shows that
every symmetric, banded matrix corresponds uniquely to a Sturm-Liouville
eigenvalue problem of the above form.
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1. Introduction

We consider discrete Sturm-Liouville eigenvalue problems (with eigenvalue param-
eter λ) of the form
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L(y)k :=
n

∑

µ=0

(−∆)µ{rµ(k)∆µyk+1−µ} = λρ(k)yk+1(1)

for 0 ≤ k ≤ N − n, where ∆yk = yk+1 − yk, and with the boundary conditions

y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0,(2)

where N and n are fixed integers with 1 ≤ n ≤ N and where we always assume
that

rn(k) 6= 0 for all k.(3)

These problems correspond to eigenvalue problems for symmetric, banded ma-
trices A of size (N + 1− n) × (N + 1− n) with band-width 2n + 1. In particular,
A is tridiagonal in the case n = 1.

In this paper we essentially formulate and discuss our results while detailed
proofs will be given in a forthcoming paper. The following theorems will be pre-
sented:

– a formula for the characteristic polynomial of A (Theorem 1). This result yields
also a recursion for its calculation. In the case n = 1 we obtain the well-known
algorithm, which is commonly used in numerical analysis to handle eigenvalue
problems for tridiagonal matrices (cf. [[4], pp. 305; [8], pp. 134; [9], pp. 299]).

– an oscillation theorem (Theorem 2). This result generalizes Sturm’s well-known
theorem on Sturmian chains (cf. e.g. [[4], Theorem 8.5-1 or [8], Sätze 4.8 and
4.9]).

– an inversion formula (Theorem 3). This identity can be used to calculate the
matrix A when the discrete Sturm-Liouville operator from equation (1) is given
and vice versa. Hence, every symmetric, banded matrix with bandwidth 2n+1
corresponds uniquely to such a Sturm-Liouville operator.

Our method and most of our results have continuous counterparts along the
lines of the book [6] (cf. also [7]).

2. Discrete Sturm-Liouville equations and associated

Hamiltonian systems

In this section we give the connection between discrete Sturm-Liouville equations
and Hamiltonian difference systems (cf. [[1], Proposition 5]), and we introduce the
important notions of conjoined bases and focal points of it (cf. [[1], Definitions 1
and 3]). Moreover, the multiplicity of focal points is defined according to [3]. It
will turn out that these multiplicities always equal one for Hamiltonian systems,
which we treat here, i.e. which originate from Sturm-Liouville equations.
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Lemma 1. A vector y = (yk)N+1
1−n ∈ RN+1−n solves the Sturm-Liouville difference

equation (1) for 0 ≤ k ≤ N − n if and only if (x, u) solves the Hamiltonian
difference system

∆xk = Axk+1 + Bkuk , ∆uk = (Ck − λC̃k)xk+1 − AT uk(4)

for 0 ≤ k ≤ N, where we use the following notation:

A, Bk, Ck, C̃k are n × n-matrices defined by

A =











0 1 · · · 0
...

. . .
. . .

...
0 · · · 0 1
0 · · · 0 0











, Bk =
1

rn(k)
B with B = diag (0, . . . , 0, 1) ,

Ck = diag (r0(k), . . . , rn−1(k)) , C̃k = ρ(k)C̃ with C̃ = diag (1, 0, . . . , 0) ,

for 0 ≤ k ≤ N, and xk = (x
(ν)
k )n−1

ν=0 , uk = (u
(ν)
k )n−1

ν=0 ∈ Rn are defined by

x
(ν)
k = ∆νyk−ν , u

(ν)
k =

n
∑

µ=ν+1

(−∆)µ−ν−1{rµ(k)∆µyk+1−µ}

for 0 ≤ ν ≤ n − 1 , 0 ≤ k ≤ N + 1 with suitably chosen yN+2, . . . , yN+n+1 (which
are used for uN+2−n, . . . , uN+1).

Definition 1. Assume that (3) holds.

(i) A pair (X, U) = (Xk, Uk)N+1
k=0 is called a conjoined basis of (4), if the real

n × n-matrices Xk, Uk solve (4) for 0 ≤ k ≤ N, and if

XT
0 U0 = UT

0 X0 and rank (XT
0 , UT

0 ) = n holds.

(ii) Suppose that (X, U) is a conjoined basis of (4) and let 0 ≤ k ≤ N. We say
that X has no focal point in the interval (k, k + 1] if

KerXk+1 ⊂ KerXk and Dk := XkX
†
k+1ÃBk ≥ 0 holds,

where Ã := (I − A)−1. Moreover, if KerXk+1 ⊂ KerXk and Dk 6≥ 0, then
indDk is called the multiplicity of the focal point of X in the interval (k, k+1).

Remark 1.

(i) For a matrix M we denote by KerM the kernel of M, indM denotes the index
of M, i.e., the number of negative eigenvalues of M, provided M is symmetric
(and real), and M† denotes the Moore-Penrose inverse of M. Moreover, M ≥ 0
means that M is symmetric (and real) and non-negative definite. Observe that
Dk is symmetric, if KerXk+1 ⊂ KerXk (cf. [[1], Proposition 1]).

(ii) For our Sturm-Liouville difference equations the multiplicity of focal points,
which we defined only in case KerXk+1 ⊂ KerXk, always equals 1, because
rankDk ≤ rankB = 1.



502 WERNER KRATZ

3. Associated quadratic functionals and banded matrices

For y = (yk)N+1−n
k=1 ∈ RN+1−n we define a quadratic functional F , which corre-

sponds to the Sturm-Liouville operator L(y) from equation (1), by

F(y) :=
N

∑

k=0

n
∑

µ=0

rµ(k)(∆µyk+1−µ)2 ,

where we assume (2), i.e., y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0.

Lemma 2. The following formulas hold.

(i) F(y) = yTAy, where A ∈ R(N+1−n)×(N+1−n) is a symmetric, banded matrix
with band-width 2n + 1, which is defined by

ak+1,k+1+t = (−1)t

n
∑

µ=t

µ
∑

ν=t

(

µ

ν

)(

µ

ν − t

)

rµ(k + ν)

for 0 ≤ t ≤ n and 0 ≤ k ≤ N − n − t.
(ii) (Ay)k+1 = L(y)k for 0 ≤ k ≤ N − n with L(y)k given by (1).

Observe that A is a tridiagonal N ×N -matrix in the case n = 1. In the sequel
we use the notation:

AN+1 = A ∈ R(N+1−n)×(N+1−n) is the symmetric, banded matrix as defined in
Lemma 2, and Ak ∈ R(k−n)×(k−n) is defined correspondingly for n+1 ≤ k ≤ N +1.
Moreover, let A(λ) := A− λD with
D := diag (ρ(0), . . . , ρ(N − 1)), and as before, Ak(λ) is defined accordingly.

The following statement follows directly from Lemma 2.

Corollary 1. The discrete Sturm-Liouville eigenvalue problem (1) and (2) from
Section 1 is equivalent with the algebraic eigenvalue problem (matrix pencil)

Ay = λDy or A(λ)y = 0.

4. Results

We assume throughout that (X, U) is the so-called principal solution of (4), i.e.,
X = Xk(λ), Uk = Uk(λ) satisfy (4) with

X0 ≡ 0, U0 ≡ I .(5)

Moreover, as in the previous sections, y = (yk)N+1−n
k=1 ∈ RN+1−n satisfies (2), i.e.,

y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0, and

F(y) =
N

∑

k=0

n
∑

µ=0

rµ(k)(∆µyk+1−µ)2 , Dk = XkX
†
k+1ÃBk (= Dk(λ)).

First, we cite some auxiliary results mainly from [1].
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4.1. Auxiliary results

Lemma 3. The following assertions hold, provided (3) and (5) are fulfilled.

(i) X0, . . . , Xn are independent of λ.

(ii) detXk = 0 , Dk = 0 , KerXk+1 ⊂ KerXk for k = 0, . . . , n − 1.

(iii) detXn = {rn(0) · · · rn(n − 1)}−1 6= 0 .

(iv) detXk(λ) 6= 0 for n ≤ k ≤ N + 1, if λ is sufficiently small, provided ρ(k) > 0
for 0 ≤ k ≤ N − n.

(v) Dk(λ) =
1

rn(k)

detXk(λ)

detXk+1(λ)
B , provided det Xk+1(λ) 6= 0, for n ≤ k ≤ N.

Proof. The assertions (i) and (iii) are derived in a forthcoming paper. The assertion
(ii) is contained in [[1], Proposition 6], and (iv) follows from [[1], Satz 9], because

F(y) − λ

N−n
∑

k=0

ρ(k)y2
k+1 > 0 for λ ≤ λ0,

if y 6= 0 and ρ(k) > 0 for 0 ≤ k ≤ N −n. Finally, the assertion (v) is shown in [[2],
Lemma 4.1].

Observe that Xk(λ), Uk(λ) are matrix-polynomials in λ, so that Dk(λ) is a
rational function of λ as follows from Lemma 3 (v). Hence, if ρ(k) > 0 for all k,

then detXk(λ) 6= 0 for n ≤ k ≤ N + 1 and all λ ∈ R \ N with a finite set N . The
next result follows from [[1], Proposition 1] and Lemma 3.

Lemma 4. (Picone’s identity) Suppose (2), (3), and (5), and assume that
detXk(λ) 6= 0 for n ≤ k ≤ N + 1 . Then

F(y) − λ

N−n
∑

k=0

ρ(k)y2
k+1 =

N
∑

k=n

zT
k Dkzk,

where zk = uk − Uk(λ)X−1
k (λ)xk with xk, uk as in Lemma 1.

The next statement with the notation of Section 3 follows immediately from
Lemma 3 and Lemma 4.

Corollary 2. Under the assumptions of Lemma 4

yT (AN+1 − λD)y =
N

∑

k=n

rn(k)
det Xk+1(λ)

detXk(λ)
w2

k+1−n,

where wν = yν +
∑ν+n

µ=ν+1 αµyµ with suitable coefficients αµ = αµ(ν, λ). Hence,

w = Ty with T =







1 ⋆ ⋆
...

. . . ⋆

0 · · · 1






, so that det T = 1.
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4.2. Main results

First, the Lemmas 3 and 4 with Crollary 2 yield our first result, which states a
formula for the characteristic polynomial of A and its recursive calculation.

Theorem 1. (Recursion) Assume (3), (5), and suppose that

ρ(k) > 0 for 0 ≤ k ≤ N − n(6)

holds. Then, with the notation of Section 3,

det (A− λD) = rn(0) · · · rn(N)detXN+1(λ)(7)

for all λ ∈ R. Moreover, by (4) and (5), XN+1(λ) is given by the recursion

Xk+1 = Ã(Xk + BkUk) , Uk+1 = (Ck − λC̃k)Xk+1 + (I − AT )Uk

for all 0 ≤ k ≤ N with X0 = 0, U0 = I.

Proof. By Lemma 3 and Lemma 4 we have that

detA(λ) = rn(n)
detXn+1(λ)

detXn(λ)
· · · rn(N)

det XN+1(λ)

detXN (λ)

=rn(0) · · · rn(N)det XN+1(λ).

Next, the general oscillation theorem for Hamiltonian systems from reference
[3] implies a corresponding result here.

Theorem 2. (Oscillation) Under the assumptions of Theorem 1 let λ ∈ R with
detXk(λ) 6= 0 for n ≤ k ≤ N + 1. Then, the number of eigenvalues (including
multiplicities) of the eigenvalue problem (1), (2) from Section 1, which are less
than λ, equals the number of focal points of X(λ) in the interval (0, N + 1].

Remark 2. Observe first, that the multiplicity of an eigenvalue λ is given by the
rank of the kernel of XN+1(λ). Hence, it is an integer in {1, . . . , n}. Moreover,
by Remark 1, the focal points of X(λ) are all simple, i.e., of multiplicity one, and
their number in (0, N + 1] equals the number of the elements of the set

{k : n ≤ k ≤ N with rn(k)
det Xk+1(λ)

detXk(λ)
< 0}.

The next corollary is just another formulation of Theorem 2. It generalizes the
well-known theorem of Sturm on “Sturmian chains”(cf. [[4], Theorem 8.5-1 and
[8], Sätze 4.8 and 4.9). Moreover, it yields the Poincaré separation theorem for
banded matrices (cf. [[5], 4.3.16 Corollary]).

Corollary 3. Under the assumptions of Theorem 2 and the previous notation
define polynomials fk(t) by

fk(t) := detAk(t) for n + 1 ≤ k ≤ N + 1 and fn(t) ≡ 1.(8)

Then the number of zeros of fN+1(t) (including multiplicities), which are less than
λ, equals the number of sign changes of {fk(λ)} for n ≤ k ≤ N + 1, i.e., {fk(λ)}
is a “Sturmian chain”.
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Proof. The assertion follows from Theorem 1 and Theorem 2, because

fk(λ) = rn(0) · · · rn(k − 1)detXk(λ)

for n ≤ k ≤ N + 1, so that

fk+1(λ)

fk(λ)
= rn(k)

detXk+1(λ)

detXk(λ)
.

Finally, we have the following inversion formula, where the “easy” part is the
assertion (i) of Lemma 2, while the main formula will be proved in detail via gen-
erating functions in a forthcoming paper as already mentioned in the introduction.

Theorem 3. (Inversion) The following inversion formulas hold:

rµ(k + µ) =(9)

(−1)µ

n
∑

s=µ

{

(

s

µ

)

ak+1,k+1+s +

s−µ
∑

l=1

s

l

(

µ + l − 1

l − 1

)(

s − l − 1

s − µ − l

)

ak+1−l,k+1−l+s

}

,

for 0 ≤ µ ≤ n and all k, if and only if the aµν are given by

ak+1,k+1+t = (−1)t

n
∑

µ=t

µ
∑

ν=t

(

µ

ν

)(

µ

ν − t

)

rµ(k + ν)(10)

for 0 ≤ t ≤ n and all k.
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