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ON THE EXISTENCE OF CONTINUOUS SOLUTIONS 
OF OPERATOR EQUATIONS IN BANACH SPACES 

A. AUGUSTYNOWICZ, M. KWAPISZ, Gdansk 

Dedicated to Professor Jaroslav Kurzweil on the occasion of his sixtieth birthday 

(Received May 25, 1985) 

1. INTRODUCTION 

Usually the proofs of existence theorems for functional, functional-differential, 
integro-differential and other equations are based on some fixed point theorems for 
mappings in topological spaces. This often leads us to a fixed point problem for an 
appropriate operator in continuous functions spaces C(G, B), where G is a compact 
space with a metric d and B is a Banach space with a norm |j • ||. 

In literature we can find many particular results concerned with the problem, 
including those obtained by the classical Banach contraction mapping principle, the 
comparison method, the Schauder fixed point theorem and by the more recent results 
employing the notions of measure of noncompactness or of degree of a mapping. 

The results of the present paper are obtained by an adaptation of the Schauder 
fixed point theorem and generalize the results of papers [5] and [8]. 

The present paper essentially develops an idea which in particular cases can be 
found in [2] -[8] and [10]. 

2. THE MAIN RESULT AND APPLICATIONS 

Let T be a fixed nonempty set, R+ = [0, oo) and let M(T9 R+) be the set of all 
functions from Tinto R+. In C(G, R+) and M(T9 R+) we introduce partial order = 

induced by the natural order in R+. 
Consider functional equations in the fixed point form: 

(1) u(x) = (Fu)(x), xeG9 

where F: C(G, B) -> C(G, B) is a fixed continuous operator. 
Introduce the following 

Assumption H x . Suppose that 
1° there exists a function uQ e C(G, B) and a nondecreasing operator T: C(G, R+) -> 
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-> C(G9R+) such that 

(2) | | ( F u ) ( x ) - u 0 ( x ) | | = r(\\u-u0\\(-))(x) 

for u e C(G, B)9 x e G, where ||z|| (y) = \\z(y)\\ for z e C(G, £), y e G, 
2° there exists a function g e C(G, R+) such that 

(3) Fg ^ g . 

It is obvious that the set 

K(u09 g) = {ue C(G, B): \\u - w0|| = g} 

is bounded, elosed and convex in C(G, B). 
Moreover, F(K(u09g)) c:K(u09g) if Assumption Hx is fulfilled. We shall also 

use the following 

Assumpt ion Hi. Assume that there exists a closed, bounded and convex set 
W c C(G, B) such that F(W) a W. 

Assumption Hj is used only in order to find a set W such that Assumption Hi 
holds true. 

Let a set V c M(T9 K+) be fixed. 

Assumpt ion H2 . Suppose that 
1° there exist functions p: T x G-+ G and co: T x I8-+I8 (ld = [0, <5], 5 > 0) 

such that for all x j e G, d(x, y) ^ <5, w e Wthe following conditions are fulfilled: 

(4) l u ^ S X ^ - u ^ s ^ l l e V , 

d(j3(r, x), £(T, y)) g Q)(T, d(x, y)) , T G T ; 

2° there exists an operator O: .R+ x V-+R+ nondecreasing with respect to the 
second variable, such that Q(09 0) = 0 and for every u e W9 x9 y e G, d(x9 y) ^ 89 

the following inequality is satisfied: 

(5) \\(Fu) (x) - (Fu) (y)\\ Z Q(d(x, y), \\u(p(; x)) - «(/?(•, , ) ) | ) ; 

3° there exists a nondecreasing function y:Is -> I^+ such that 

(6) y(t)^Q(t9y(o(-9t)))9 teld 

and lim y(t) = 0; 
f-->0 + 

4° there exists u eW such that the function y is a modulus of continuity of the 
function u. 

Suppose that a and a are the Kuratowski measures of noncompactness in B and 
C(G9 B), respectively. The essential properties of the measure of noncompactness 
are found for instance in [1]. 

Assumpt ion H3 . Assume that for every subset U c: W and x e G the inequality 
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a((FU)(x))<a(U(x)) 

JS fulfilled if a(U(x)) * 0, where 

U(x) = (u(x): ueU} . 
Now we state 

Theorem 1. Suppose that the operator F is continuous and that Assumptions 
H ' , ,H 2 ,H 3 are satisfied. Then in the set W there exists at least one solution of 
equation (l). 

Proof. Put 

Sy = {u e W:\\u(x) - u(y)\\ = y(d(x9 y))9 x, y e G, d(x9 y) = 3} , 

where the function y fulfils Assumption H2. It follows from the condition 4° of 
Assumption H2 that Sy 4= 0. It is also obvious that the set Sy is convex, closed and 
bounded in C(G, B). We prove that F(Sy) c Sy. Let u e Sy9 then FueW and 

\\(Fu) (x) - (Fu){y)\\ = Q(d(x9 y)9 \\u(^9 x)) - «(/*(., y))\) = 

= Q(d(x9 y)9 y(co(-9 d(x9 y)))) = y(d(x9 y)) 

for x, y e G, d(x, y) ^ 5, so Fu e Sy. 
For an arbitrary set U a C(G, B) of uniformly bounded and equicontinuous 

functions (such set is called regular) the following formula is true: 

a(l/(-)) = supa(U(x)). 
xeG 

This may be proved in the same way as in [1], where the case G c: R is considered. 
Notice that for a regular set U c C(G9 B) the function a(U(-)) is continuous on G. 

From Assumption H3 we obtain 

a(FU) = sup a((FU) (x)) < sup a(U(x)) = a(U) 
xeG xeG 

or a(U) = 0 for [/ c Sy. It follows from the Sadovskii fixed point theorem for 
a-condensing operators (see Theorem 3.4.3 [9]) that there exists a fixed point of the 
operator F in Sy. Thus the proof is complete. 

Some considerations and examples of applications of Theorem 1 are given in [5] 
for G c R and in [8] for G a Rk. In the present paper we consider some applications 
of the general result to integro-differential equations with the Stieltjes integral. 

Example 1. Consider an equation of the form 

(7) 

x'(t) = fit, x(a(í)), í h(t, x, x'(p(x, t))) dtK(x, t)V teG, 

x(0) = 0 , 
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where G = [0, b], b > 0,fe C(G x Rn x A', fl"), a e C(G, G), h e C(G x [0, 1] x 
x Rn, Rp), p e C([0, 1] x G, G), K: [0, 1] x G -> ff, K(-, f) is a function with 
bounded variation for every t e G. Put 

x'(t) = u(t). 

Then the equation (7) assumes the form 

u = Fu , 

where 

(FZ) (t)=fU r r 2(5) ds, r h(t, T, Z(/?(T, o)) dtK(T, 0 ) . 

Assume that F(K(0, g)) c K(0, g) for some g e C(G, K+) and there exists a func
tion t; e C(K + , R+) such that 0(0) = 0 and 

11Ґ 
Г iijo 

й(ř, т, z(/î(т, ř))) dt(X(т, í) - ІС(т, s)) = v(\t - s\) 

for t9seG and z eK(0, g). Then we obtain the following form of the operator Q, 
for which the inequality (5) should be fulfilled: 

Q(t9 z(-)) = a)f (sup I coh(z(x)) d, V(T, 5) ) + ri(t) , 
\ssGjo ) 

where the function .7 is defined by v and the moduli of continuity of the functions a, 
fand h, functions cof9 coh are moduli of continuity of the functions f and h with respect 
to the last variable and V(T, 5) is the variation of K(% 5) on [0, T]. This leads to the 
following form of the inequality (6): 

(8) y(t) = cof (sup f coh(y(co(r, t))) dtV(T, s)) + rj(t) . 

W J o / 
In general it is difficult to solve the inequality (8) but it is rather simple in some 

special cases. Suppose that 

CO y(z) = Lfz , coh(z) = Lhz . 

This means that the functions f and h fulfil the Lipschitz condition with respect ta 
the last variable. Now the inequality (8) takes the form 

(9) y(t) = Lsup f y(co(x91)) dtV(T, s) + rj(t) 
seG J o 

where L = LfLh. Moreover, assume that 

r\(t) = jjf , CO(T9 t) = cb~(x)t9 w(x) ^ 1 

and 
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(10) q = L sup [w(т)]r dtV(т, s) < 1 . |W)ľ<M 
seG 

Then the inequality (9) has the solution 

y(t) = fj(l - q)-1 f . 

Notice that for the function K defined by the formula 

f 0 , T = 0 
^ - { l , 0 < T < 1 

and for h(t, T, Z) = z the equation (7) has the form 

x'(t)=f(t,x(a(t)),x'0(t)))> 

where /?(*) = /?(0, t), and the condition (10) assumes the form 

L[co(0)]r < 1 
(cf. [5], Example 2). 

Example 2. Consider the boundary value problem of the form 

(U\ M O = M?) *(0 + f(U *(•)), * e G , 
v ' (Lx = Nx, 

where A(-) is a continuous n x n — matrix on G = [0, b], b > 0, f:Gx 
x C\G, Rn) -> Rn, N: C\G, Rn) -> C(GU Rm) are continuous functions, G- c R 
is an interval, L: (G, WB) -> C(Gt, /??

m) is a continuous and linear mapping. 
Suppose that there exists a linear continuous operator LA: C(Gl9 R

m) -> C(G, /yT5,n). 
such that 

LALy = y if /(r) = A(t) y(t) , teG. 

Now the existence problem for (11) leads to the following equation of the fixed 
point form (see [3]): 

u = Fu , 
where 

Fx = L̂ Nx — LALHx + Hx, 

(Hx)(t) = ľu(t) U-Қs^Ąs, x(-)) ds , 

U'(t) = A(t) U(t) , 17(0) = / , 

and / is the identity mapping in R". 
Assume that the functions N and / are bounded with respect to the norm in 

C\G, Rn), 

(12) \\f(h,x)-f(t2,x)\\^l(\h-t2\) + 
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+ C\\x'(p(r, í.)) - x'(p(r, t2))\\ d,K(r, | t . - ř2 |) 

where K(*, t) is a nondecreasing and bounded function, and 

|JS(T, tx) - JS(T, t 2 ) | = CO(T, ^ - r 2 | ) 

for any fl9 / 2 e G and T e [0, 1]. This leads to an operator Q of the form 

Q(t, «(•)) = fj(t) + f ц(т) d tК(т, () 

with fj defined by Y\ and the moduli of continuity of the functions A(*) and f(*, x). 
Now the inequality (6) assumes the form 

y(t) è ñ(t) + y(w(x, t)) dҖr, t) 

As in Example 1 we find that this inequality has the solution 

y(t) = fj(l-q)-1f 

if fj(t) = fjf, CO(T, t) = CO{T) t, CO(T) g 1 and 

q = sup [W(T)]1, dTK(T, 5) < 1 . 
se[0,«5] J 0 

Example 3. Consider the initial-value problem of the form 

(13) 

uxy(*> y)=f{x,y, u(a.\(x, y), a2(x, y)), ux(cc\(x, y), a2(x, y)), 

M / a 3v*> y)> a3v*> y))> I KX> y> T l ' T2> Uxyiťku T2> *> y) > 

Jo Jo 

JS2(T19 T2, x, j;))) dT2K2(T l5 T2, x, y) d ^ K ^ , x, y) j , 
w(x, 0) = M(0, >>) = 0 

for (x, y)eG = [0, a] x [0, b], a, b > 0, where fe C(G x ^ 3 / I x Rk, Rn), h e 
e C(G x [0, l ] 2 x R\ Rk), * OL] G C(G, [0, a]), a? e C(G, [0, fc]), / = 1, 2, 3, jS1 e 
e C([0, l ] 2 x G, [0, a]), £2 e C([0, l ] 2 x G, [0, b]), K2(Tl5 •, x, j>) and Kt(-, x, >>) 
are real- valued functions with bounded variation. 

Put 
uxy = z. 

Then the problem (13) assumes the form 

z = Fz, 
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/ /*ai1(*,.v) /•ai-(лc.y) 

(Fz)(x,y)=f(x,y,\ z(s,t)dtds, 

çчx2

2(x,y) paзJ(Дf,У) 

z(<*l(x> y)91) dt9 z(s9 a2(x, y)) ds , 

1 /Ч 

h(x9 y9 тl9 т2, z(ß\тl9 т2, x, y), ß2(тl9 т2, x, y))) íľ 
JoJo 

dr2K2(ti, т2, x, y) dtlX1(т1, x,y)V 

Suppose that F(K(0,-^)) c K(0, g) for some g e C(G, R+). Under a certain as
sumption on the continuity of the Stieltjes integral we obtain the estimate 

\\(Fz) (x, y) - (Fz) (x, y)\\ <L r,(\(x - x, y - y)\) + 

a *22(x,y) \ 

||z(a^(x, y), t) - z(ccl(x, y), t)\\ dt\ + a oc3Hx,y) _ \ 

\\z(s> <*l(x, y)) - z(s9 a
2(x, y))\ dz J + 

+ 0)f(\ MMPfa*T2>*>y)) -

- Z(/3(T19 T2, x, y))\\) dT2V2(Tl9 T2, x, y) d ^ V ^ , x, j) J , 

where |*| is a norm in R2

9 fi(q) = (Pl(q)9 P2(q)) for 4 6 [0, l ] 2 x G, // is a modulus 
of continuity dependent onf, h9 Kl9 Kl9 the functions rj29 rj3 are moduli of continuity 
off with respect to the fourth and fifth variables, the functions cof9 coh are moduli 
of continuity off and h with respect to the last variable and Vl9 V2 are variations of 
functions Kt(*, x, y) and K2(Tl5 •, x, y), respectively. 

If we assume that 

rj2(u) = L2u , rj3(u) = L3u , cof(u) = Lfu , coh(u) = LAw , 

K(x, y) - CL\(X, y)\ = a2|(x - x, y - y)\, 

|a2(x, y) - a2(x, y)\ = a3 | 'x - x, y - j ; ) | , 

|j8(Ti» T2> *> y) - ^vTi> T2> *> y)| = " \ T i , T2> l ( * - *, y - y)|) , 

then the inequality (6) assumes the form 

(14) y(t) = rj(t) + L26 y(a2f) + L3a y(a3f) + 

+ L sup y(co(Tl9 T2, ř)) dX2V2(Tl9 T2, x, y) dťlVi(Tls x, y) , 
(x,y)6cj0 Jo 
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where L = LfLh. Moreover, if we assume that 

>?(0 = n? , ^ i , T2, r) = co(xu x2) t, 

5>(*i> Tz) = 1> *2> «3 ^ 1> 

then the inequality (14) has the solution 

if 

(15) q = L2ba2 + L3aa3 + 

+ L sup [a5(xl9 x2)]
p d^V^Ti, x2, x, y) d ^ V ^ , x, y) < 1 . 

(*,.v)eGj0 J 0 

Unfortunately, we obtain only a local existence theorem for the problem (13), 
because the condition (15) may be fulfilled only for sufficiently small a and b. 

3. A GENERALIZATION OF THE MAIN RESULT 

First we show a simple equation for which the existence of solution does not 
follow from Theorem 1. 

Example 4. Consider the equation 

x = Fx, 

where F: C(G, R) -> C(G, R), G = [0, a], a = i(3 + J5), 

(16) (Fx) (t) = k(t) x(p(t)) + h(t), t e G, 

P(t)ssyft+A» H0 = \A> teG> 

^ " { 0 for te(l,a]. 
Let 

r = F\C(GtR+), M0 = 0 , g = 2. 

Now, Assumption Hx is satisfied. Assumption H3 is also fulfilled, because U(x) 
is a finite-dimensional and bounded set, hence precompact, for every U a K(u0, g) 
and x e G. 

We get 

(17) \(Fx) (tx) - (Fx) (t2)\ = \k(h) - k(t2)\ \x(f}(tl))\ + 

+ k(t2) \x(p(tt)) - x(/}(t2))\ + \h(tt) - h(t2)\. 

We need an estimate depending on \tt — t2\, so we derive 
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\(Fx) (tt) - (Fx) (t2)\ ^ nk(\ty - t2\) sup g(t) + 
teG 

+ sup k(t) \x(p(t,)) - x(p(t2))\ + ^fli. - t2\) = 
teG 

= 3VK - 'a| + Wh)) - x(P(t2))\, 
where 

1k(t) = y/t, r\h(t) = Jt 

are moduli of continuity of the functions fc and h. Since 

\P(h) - Kh)\ = VK - h\, 
the condition (4) is satisfied for 

co{t) = y/t 

(we omit the variable r because T= {1} and V= R in this case). The inequality 
(6) assumes the form 

(18) • y(t)^3jt + y(Jt). 

Notice that (18) has sense only on an interval not smaller than [0,1). Suppose that 
(18) has a nonnegative solution on [0,1), then by induction we get 

y(t)Z3t1/2 + ... + 3t2- + y(t2-') 

for n = 1, 2 , . . . , whence 

r(0 = 3£ . 2 - ' . 

Since t2~n -> 1, n -> 00, we have y(t) = 00 for t e (0, 1). It means that the inequality 
(18) has no finite solution. Consequently, Assumption H2 is not satisfied in the case 
considered. 

Below we prove a generalization of Theorem 1, which implies the existence of 
a solution of the equation x = Fx with F defined by (16). 

Assumption H2. Suppose that 
1° there exists a function /?: T x G ̂  G and <5 > 0 such that 

!«(/?(., *))-«(/?(., >,))I eV 

for all u e W and (x9 y) e I8, where 

I, = {(*, 5): U e G , d(u s) = <5} ; 

2° there exists an operator Q:Id x V-> ^ + nondecreasing with respect to the second 
variable such that D(x9 x, 0) = 0 for x e G, and for every u e W and (x, y) eld 

the following inequality is satisfied: 

(19) \\(Fu) (x) - (Fu) (y)\\ Z Q(x, y, \\u(f}{; x)) - u(fi(; y))\) ; 
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3° there exists a function y:Id -* R+ such that 

(20) y(x9 y) = Q(x9 y9 y(p(; x)9 ft; y))) 

for (x, y) e I6 and 

(21) lim y(x9 y) = 0 
x,y-+z 

for z e G; 
4° there exists u e FVsuch that 

\\u(x)-u(y)\\<y(x9y) 
for all (x9y)el5. 

In what follows we shall need 

Lemma, Suppose that a function y:Id -* R+ fulfils the condition (21). Then 

S = {u e C(G, B): \\u{x) - u(y)\\ = y(x, y), (x, y)elt} 

as a set of equicontinuous functions. 

Proof. Assume that the assertion is not true, then there exists s > 0 and sequences 
{«„} c 5, {(xn9 yn)} cz Id such that 

d(xn9 yn) -* 0 , n -» oo 
and 

?(*>.> yn) = | "..(*,.) - "n(yW)|| = £ -

Since G is a compact metric space, there exist z e G and a subsequence {(xi9 y()} cz 
c {(*„, y«)} such that 

Xi~+ Z , j ? | - > Z , I - • CO . 

We obtain 
y(*;> yr) = £ > 0 

and the condition (21) yields 
lim y(xi9 y^ = 0 . 
I-+CO 

We get a contradiction which completes the proof. 

Theorem 2. Suppose that the operator F is continuous and Assumptions Hi, H2, 
H3 are satisfied. Then there exists in the set W at least one solution of the equa
tion (1). 

Proof. Let 
Sy- = {u e W: \\u(x) - u(y)\\ = y(x9 y)9 (x9 y)eld} , 

where the function y fulfils Assumption H'2. It is obvious that S7 is a nonempty, 
convex, closed and bounded subset of C(G, B). We prove that F(S7) cz Sr Let 
u e S-, then FueW and 
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||(Fu) (x) - (Fu) (y)\\ = Q(x9 y9 \\u(f}(-9 x)) - u(P(; y))\\) = 

= Q(x,y,y(p(-,x)9p(-9y))) = y(x9y) 

for (x, y) e I8, so Fu e S-. 
Since Assumption H3 is fulfilled and in view of Lemma the set S- is regular, we 

can complete our proof in the same way as that of Theorem 1. 

Remark . Suppose that the assumptions of Theorem 1 are fulfilled and 

Q(x,y,z(-)) = Q(d(x9 >>), z(-)) , 

y(x, y) = y(d(x, y)). 

Then Assumption H2 is satisfied, so Theorem 2 is a generalization of Theorem 1. 
Return to Example 4. Assume that 

Q(h, t2, z) = \k(h) - fc(*2)| . 2 + \h(h) - h(t2)\ + z , 

then the inequality (19) is satisfied since (17) is true. Define 

y(h, h) = 6|V'i - V ^ | , 
then 

fi('i, h, y(P(ti)> P(h))) = 2\k(h) - k(t2)\ + \h(h) - h(t2)\ + 

+ y(V'i + i> V'2 + i) = 3IV'i - V^| + 6|V(V î + i) - V(V'2 + 1)1 = 

= 3IV'i - V'2| + 6(V(V î + i) + V(V*2 + i))"1 Wn - V'2| = 

= 6|V^i -yjh\ = y(h,h), 

so the inequality (20) has a solution. It follows from Theorem 2 that there exists 
a solution of the equation x = Fx with F defined by (16). This means that Theorem 2 
is a proper generalization of Theorem 1. 

Consider the equation (11) again. This equation was studied in [3] under the 
assumption that 

(22) \\f(ti,x)-f(t2,x)\\£t1(\t1-t2\) + 
» ( - l , - 2 ) 

I Hh, h)\\ x'(h + v{h, t2)) - x'(t2 + Vi(tl912))\\ 
i = l 

and there exists X e [0,1) such that 

»(f l , -2 ) 

(23) £ X&tu t2)^X. 
i = l 

In general, the condition (22) cannot be written in the form (12), so Theorem 1 is 
not a generalization of Theorem 2 from [3]. Nonetheless, if we assume that 

(24) \\f(tx,x)-f(t2,x)\\^e(t1,t2) + 
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+ C\\X'(P(T, ..)) - x'(fS(T, t2))\\ dtK(T,... t2) , 

then from Theorem 2 we can obtain the result from [3], Indeed, suppose that 

Vi(h,h) < ... < » . ( . , t t l ) ( t u t2), 

<s) 

0 , s < 0 , 
5 , S Є [0, Ò] , 

b , s > b , 

K(т, fь ř2) = 

/ř(T,í)--0(< + ( 2 T - l ) f c ) , 

a-(H.»2) + l = fc» 

0, (2T-í)be[-b,v1(t1,t2)], 
k 

Z ^i(ři, h) , (2T - 1) 6 e (^(fi, f2), vk+í(tu ř2)] , 
i = i 

fc = 1, . . .,72^!, í 2 ) , 

<&*» h) = -í(|*i ~ ři|) • 

Then the inequalities (22) and (24) coincide. If we assume (23), then the inequality 
(20) assumes the form 

v('i, h) = # i - h\) + *y(tu h) 
and has a solution 

y(h,h) = (i-X)-1fj(\t1-t2\). 

References 

[1] K. Goebel, W. Rzymowski: An existence theory for the equations JC' = f ( t , x) in Banach 
Spaces. Bull. Acad. Polon. Sci. Ser. Sci. Tech. I8 (1970), 367—370. 

[2] M. Kwapisz: On certain differential equations with deviated argument. Comment. Math. 
12 (1968), 23-29. 

[3] M. Kwapisz: On quasilinear differential functional equations with quasilinear condition. 
Mat. Nachr. 43 (1970), 215-222. 

[4] M. Kwapisz: On the existence and uniqueness of solutions of a certain integral-functional 
equation. Ann. Polon. Math. 3I (1975), 23—41. 

[5] M. Kwapisz: Some result on the existence of solutions of operator equations in continuous 
function space. Demonstratio Math. 17, No 2 (1984), 473—483. 

[6] M. Kwapisz, J. Twro: On some class of non-linear functional equations. Ann. Polon. Math. 
34 (1977), 85-95. 

[7] M. Kwapisz, J. Turo: Existence and uniqueness of solution for some integral-functional 
equation. Comment. Math. 23 (1982), 71—79. 

[8] K. Nowicka: Existence, uniqueness and convergence of successive approximations for 
certain class of integro-functional equations (in Polish). Doctor Thesis, Gdansk University 
1982. 

278 



[9] B. N Sadovskii: Limit compact and condensing operators (in Russian). Uspehi Mat. Nauk 
27, No 1 (1972), 81-146. 

[10] L. A. Zyvotovski: On the existence and uniqueness of solutions of differential equations 
with delay dependent on the solution and its derivative (in Russian). DifferentiaPnye 
Uravnenija 5 (1969), 880-889. 

Authors'1 address: Instytut Matematyki Uniwersytet Gdanski, ul. Wita Stwosza 57, 80-952 
Gdansk, PRL. 

279 


		webmaster@dml.cz
	2012-05-12T14:48:54+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




