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ABOUT ONE INVERSE PROBLEM IN THE THEORY OF LINEAR
DIFFERENTIAL EQUATIONS WITH MEASURES AS COEFFICIENTS

ZpzistAw WYDERKA, Katowice
(Received February 26, 1987)

Summary. In the paper the following problems PI and PII are studied: for a given sequence
{zk} < R" whose elements satisfy some non-restrictive conditions find the matrix A4(*), the
entries of which are measures, such that 1, = k are the atomic points of these measures and:

PI x(k) =z,
PII x(k) — x(k—) = z
where x(+) denotes the solution of the system x = A(f) x. For n = 1 these problems are complete-

ly solved while for n > 1 a system of linear algebraic equations or a reccurence equation is
presented by which we may solve the problems, i.e., we may construct the measure A(*).
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AMS classification: 34A30.

1. INTRODUCTION

In my paper [1] concerning linear differential equations of the type (1) below
where the elements a;;(*) of the matrix A(*) are measures two reccurence equations
were constructed such that: the solution of the first (see [1, (12)]) gives the values
of the solution of (1) at the atomic points of the measure A(*), and the solution
of the second (see [1, (16)]) denotes the jumps of the solution of (1) at these points.
Here we formulate and solve the inverse problem: for a given sequence {zk} the
elements of which satisfy some not very restrictive conditions (they will be specified
below) we must construct the “simplest possible” equation of the type (1) (i.e.,
construct a measure A(*) whose atomic points are the natural numbers) such that z, =
= x(k) or z, = x(k) — x(k—)for all k € N. In the scalar case these problems are com-
pletely solved while in the multidimensional case we present a system of linear alge-
braic equations or a reccurence equation the solutions of which solve our problems.

2. PRELIMINARIES, NOTATION AND FORMULATION OF THE PROBLEMS

Let us consider the following system of differential equations:

(1) x=4(@)x, x(te+)=1x0, to€(a,b), —0©<a<b<ow, xeR"



where the elements of the matrix A(+) are measures, i.e., Stieltjes measures generated
by some functions of locally bounded variation:
A(?) = o'(7), (*)eBVfa,b).

Here by BV,oc(a, b) we denote the space of all right-continuous functions of locally
bounded variation in the interval (a, b).

A function x(+) € BV,,(a, b) is a solution of the equation (1) iff x(+) satisfies the
following integral equation:

(2) x(f) = xo + [;,d#(s) x(s), te(a,b)

where [? f(s) dh(s) denotes [ 4 f(s)dh(s) and this integral is understood in the
Lebesgue-Stieltjes sense.

Under the hypothesis H; below the equation (1) (or (2)) has a unique solution
which is a picewise — continuous function with jumps at every atomic point of the
measure A(+). Denote

() = A) +k§1cka(t — 1)

where A(+) is the continuous part of the measure A(), d(+) is the Dirac’s measure,
C &(+) denotes the matrix all elements of which are equal to ¢*/ §(s). Assume that
a<ty<t;<..<t,<...<b and that the only accumulation point of the
sequence {t,} may be b.

Let (13() be the fundamental matrix of the system
©)] x=A{t)x, ¢(t)=E,
E is the unit matrix, let s, = x(t;) be the value of the solution of (1) at instant 1,

and let g = 5, — x(t,—) be the jump of this solution at instant t,. Let us introduce
the following hypotheses:

H,. det(E - C,) + 0 forall keN,
H,. detC, +0 forall keN.
Under the above notation the following relations hold:
x(t) = ¢(t) §~H(te=1) Semy for te[ti_y,t),
() = 506700 %0 + T 30670 ale - 1),
H(-) is the Heaviside function: —

0 if t<0
H(‘)={1 if 120,

under the hypothesis H, — the next three:
s =(E— C) ' x(t,—), for k=1,2,...,



4 So=(E = C)7" (t) 67 (=) sem1s S0 = %0, k=1,2,...,
(5) . g =(E—- C) ' Cex(ti=), k=1,2,...
and — under the hypotheses H;, H, — we have
g=Cs, k=1,2,...,
(7 & =(E— C)™' Cod(ti) ¢~ (timr) Cilier—r» k=12,3,...

where ¢, is calculated from (5) (for details — see [1]).

Now we formulate two problems which will be solved here. Suppose b = oo,
1, = keN. Let a sequence {z,}, z,€R", n 2 1 be given the e¢lements of which
satisfy some conditions which will be specified later.

Problem PI. Construct the “‘simples possible’ equation of the type (1), the sclution
x(+) of which satisfies the condition :

(7) sy =z, forall keN.

Problem PII. Construct the “simplest possible” equation of the type (1) the
solution x(-) of which satisfies the condition

(8) g =1z, forall keN.

By ‘“simplest possible” we understand such an equation for which A(+) =0
(because in this case §(+) = E) or — if this is impossible — one for which the cardinal
number of the set

V={keN: A(t) % 0 for t€ [, t,s)}

is the smallest possible.

The formulations and solutions of the problems PI, PII may have some practical
applications; namely, we can construct the systems with prescribed properties.

For example, if the sequence {z,} tends to the zero-vector then we can construct
the stable system with a prescribed regime of motion. Similarly, the linear control
system

%= A()x + B(t)u

may be stabilizable in a prescribed way by linear feedback if we define some sequence
z, = 0 and construct the corresponding measure B(+) for a given matrix 4(+) whose
cntries may be functions or measures.

These problems may have also some military applications if we are to bomb
some prescribed objects at given instants or to destroy a flying object of the enemy
by our rocket. :

In one-dimensional case, by selecting the sequences {z,} with some properties
we may construct various examples of linear measure-differential equations, the
solutions of which have some pathological properties. For example, we may construct
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a non-negative measure A(+) such that the solutions of the equation (1) are piece-
wise — monotonic but not monotonic, or — if z,,.2z, < 0 for all n — the solution
of the equation (1) will be oscillatory (i.e. will change its sign infinitely many times).

Finally by the problem PI some sequences may be treated not only as solutions of
difference equations but also as solutions of differential equations. Therefore some
methods of the qualitative theory of differential equations may be applied to the
study of difference equations.

3. SOLUTION OF THE PROBLEM PI

a) Scalar case

Let n = 1, i.e.,, {z,} is asequence of real numbers. Assume that {z,} satisfies the
condition

(wW.1) zz+%0 for k=1,2,....

We are looking for a sequence of real numbers {Ck} such that C, = 1 forall k(see
Hyp. H,) and the solution x(+) of the equation

) x=[YCo(t—k)]x, x(1)=12z,, te[l,o), xeR
k=1
satisfies (7).
For the equation (9) the relation (4) by virtue of (7) has the form
Zk-1
z = ——1—
T 1-c
from which we may construct the sequence {C,}:
(10) Co=2" %t B
Zk Zx

This construction is unique. The condition (W.1) implies that C, # 1 for all ke N,
hence the hypothesis H; is fulfilled. If (W.1) is not fulfilled for some 1 € N, then —
by (4) — the sequence {z,} must be such that z, = 0 for all k > 1.

Remark 1. If we construct the equation (1) without the condition 4(+) =0
then the corresponding sequence {C,} is given by the formula

(10) q=1—;w¢ii
‘ ¢k — 1) z,
and (W.1) implies that the hypothesis H, is fulfilled.
b) Multidimensional case
Assume that n > 1 and let the sequence {z,} of n-dimensional vectors satisfy the
condition

(W.1) : lze| >0 forall keN.
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We are looking for a sequence {C,} of n x n-matrices which satisfy the hypothesis
H, such that the solution x(*) of the equation (1) under 4(*) = 0 satisfies (7).

The sequence {C,} must be constructed from the relation (4) which leads to the
equation

(11) Crzi = 2 — Zj—y -
This is a system of n linear algebraic equations with n? unknowns ¢/, i,j = 1, ..., n,
therefore the matrix Cy is not uniquely determined. If, for example, all components z;

of every vector z, are different from zero then C, may be constructed as the diagonal
matrix

(11') C, = diag (1 - Z—"“—‘) .
i=1,...,n

13
Zy

4. SOLUTION OF THE PROBLEM PII

a) Scalar case
Let n = 1 and let the sequence {z,} of real numbers satisfy the condition (W.1) and
(W.2) Zye1 F 2z, forall keN.

We are looking for a sequence of real numbers {C,} such that Cy % 0, C;, = 1 for
all k € N (see Hyp. H;, H,) and the corresponding solution x(*) of the equation

9) % =[YCdt —k)]x, x(0)=x,=0, te[0,0), xeR
k=1
satisfies (8).
For the equation (9") relation (6) by virtue of (8) has the form
Ck
Zy=—o—z, 4, k=2,3,...
(1-C)Ciey "

from which we deduce the reccurence equation for the sequence {C;}:
Co=1— 21 =273 ...
Zg-1 + 2G4
This equation has the solution

Zk

(12) Com—2% | k=23,...
Zl + Y + zk
The number C; may be calculated from (5):
x
13 C,=1-—"2—.
(13) ' Xo + 24

The conditions (W.1), (W.2) imply that the hypotheses H,, H, are fulfilled. The
sequence {C,} is uniquely determined.



Assume now that {z,} satisfies (W.1) but not necessarily (W.2). Let us introduce
the auxiliary function
A() = xlt).

the characteristic function of the set
U = U [k = 1,K),
ke{lizy=z; -1}
and let ¢( ) be the corresponding fundamental matrix of the system (3) Now from
the relation (6) for the equation (1) by virtuc of (8) we obtain the reccurence equation
(k) Ck
,, Zk-1>

from which we calculate the elements of the sequence {C;}:

(12) Com 1 - ) e :
A(k) zg—y + ¢(k — 1) Cr-y2
b) Multidimensional case

Now assume that n > 1 and let the sequence {z,} of n-dimensional vectors {z,}
satisfy (W.1’) and (W.2). Find the sequence {C,} of n x n-matrices which satisfy
H,, H, such that the solution x(+) of the equation (1) under A(+) = 0 satisfies (8).

* The sequence {Ck} must be constructed from the relation (6) from which we deduce
the following reccurence equation:

Zy =

k=23,...

k=2,3,....

(14) 2, = Czp + CCilizimy, k=2,3,...
or evidently

(14" Cilzy =z, + Cilizimy, k=2,3,...
where the first matrix C, is calculated from (5):

(15) , zy =(E = Cy)™! Cyxo.

The matrix C; is not uniquely determined by (15), hence neither are the other
matrices C,. If the initial condition x, and the vector z, are such that x{, # 0 for

i=1,...,n and
*+ 1
1;1 (xo + 21)

then C,; may be constructed as the diagonal matrix

i
Cl—dlag( %o )
xo + 24 )iz 1,.

Consequently, if the vectors z,_,, z; and the d1agona1 matrix C,_, for k = 2,3
are such that z} + Ofori =1,...,n and

i=1 \Cy-12; + Z4-1




then we may construct C, as the diagonal matrix

i i
_Ck=diag(~i—~c"i'ﬁ‘——) , k=2,3,....
Ci-12x + z4-1/i=1,..n

We summarize our results in the following

Theorem. If the sequence {z,} satisfies the condition (W.1) (W.1") if n > 1) then
the equation (9) is the solution of the problem PI where the numbers C, are given
by (10) (the matrices C, satisfy the equation (11) in multidimensional case).

If the sequence {z,} satisfies the conditions (W.1)—(W.2) (W.1)—(W.2) if n > 1)
then the equation (9') is the solution of the problem PII where the numbers C; are
given by (12)—(13) in the scalar case (the matrices C, satisfy the reccurence equa-
tions (14)—(15) in a multidimensional case).

If {z,} satisfies (W.1) only but not necessarily (W.2) then the solution of the problem
Pllis given by (12') in the one-dimensional case.

Remark 2. The same problems may be formulated and solved in the same way
if two sequences {z,} = R"and {t,} = R are given and we are looking for the matrix
A(*), the entries of which are measures with the atomic points ¢, such that the solution
of the equation (1) satisfies x(t;) = z, (for PI) or x(t,) — x(tx—) = z, (for PII).
Here — for simplicity only — we put ¢, = k.
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Souhrn

O JEDNOM INVERZNIM PROBLEMU
V TEORI LINEARNICH DIFERENCIALN{CH ROVNIC
S MIRAMI JAKO KOEFICIENTY

ZpZziStAW WYDERKA

V &lanku jsou studovany nasledujici problémy PI a PII: pro danou posloupnost {z,‘} c R*
Jjejiz prvky spliiuji jisté maélo restriktivni podminky najdéte matici A(*), jejiZ prvky jsou takové
miry, Ze ;, = ¢t jsou jejich atomické body a

PI x(k) = z,
PII x(k) — x(k—) = z,
kde x(*) oznauje Feleni systému x = A(¢) x. Pro n= 1 jsou oba problémy upln¥ vyfeSeny,

zatimco pro n > 1 je odvozena soustava algebraickych rovnic nebo rekurentni rovnice pomoci
kterych lze problém feSit, tj. konstruovat miru A(*).



Pe3iome

OB OJHOM OBPATHOM 3AIAYE B TEOPMM JIMHEMHBIX
AV OOEPEHIIVAJIbHBIX YVPABHEHUI C MEPAMU
B KAYECTBE KOQ®OUIIMEHTOB

ZDZISLtAW WYDERKA

B crarbe m3ydarorca cieayromue npobiemsl PI m PII: qyia 3agamHO# IOCIEX0OBaTeILHOCTH
{z,,} C R", wieHs! KOTOPO# yOBIETBOPAIOT HEKOTOPEIM CHAa6biM OTPaHHYMBAIOIIMM YCIIOBHSM,
HaliT MaTprny A(s), COCTOAINYIO H3 TAKAX MEP, YTO f; = ¢ ABJISIOTCSA HX ATOMIYECKMMH TOYKAMH M

PI x(k) =z,
PII x(k) — x(k—) = z,

rae x(*) o6o3ravaeT pemenne cucrems! x = A(f) x. Jlns n = 1 06e mpoGaeMbl HOALHOCTLIO pere-
HH ¥ U191 7 > 1 BeIBEJIeHBI CHCTEMa anreOpPaMYeCKHX YPaBHEHHM WM peKyPPEHTHBIE YPaBHEHHS,
IIPH IIOMOIMM KOTOPHIX MOXKHO IIPOGIeMy peMuTh, T. €. HOCTPOHTE Mepy A(*).
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