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1. INTRODUCTION AND NOTATION

If x, y are reals, x < y, then [x, y], (x, y) denote respectively the closed and the
open interval with the endpoints x, y, (X, y] = (x, y) U {y}. N will always denote the
set of positive integers, @ the empty set etc.

Let T be a positive real number or . The letters u, v, w will always denote map-
pings of the interval (0, T) into (0, T). For every such mapping w(x) and every
nonnegative integer n define

w(x)=x if n=0, w”(x) =ww" !(x)) if neN,
W(x) = wo(x) + w'(x) + w?(x) + .

and quite analogously for u, U or v, Vinstead of w, W.

The function W(x) is a mapping of (0, T) into (0, ©) U {c0}. By [1]; a function
w(x) is said to be small on (0, T"), 0 < T' £ T, if W(x) < oo for all x € (0, T").
A function w(x) is said to be small if it is small on (0, T). The aim of our paper is to
give conditions for a function w(x) to be small. V. Ptdk suggested to study small
functions in connection with his results concerning generalizations of the Banach
fixed-point theorem and the closed graph theorem.

The main results of this paper are contained in Sections 4 and 5. Sections 2 and 3
contain some lemmas necessary in the proofs of the results in Sections 4 and 5.
Section 6 contains examples and counter-examples showing that it is impossible to
delete some assumptions in the theorems and lemmas of the previous sections.

All infinite series in the paper consist of nonnegative members and hence their
sums always exist; of course, they can be equal to -co. Analogously all integrals are
integrals of nonnegative Lebesgue measurable functions, hence they exist but may
be equal to co. Measurability of functions is mentioned in theorems and lemmas if
necessary but it is not mentioned in their proofs if it is consequence of other as-
sumptions.
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2. INFINITE SERIES

2.1. Lemma. Let (ao, ay, ay,...) be a decreasing sequence of positive reals,
let k> 1 and

ia".ln(an_an+1)+ k'(Qn—l —an)< © .
n=1 4y, — Qp+y

Then a1+a2+a3+...<oo.

Proof. Denote ¢,_; = a,-., — a, for all ne N. Then we have ay, = (¢ + Cpyq +
+ €442 + ...) + a, where a = lim a,; the limit obviously exists and is nonnegative.

n—* o

We prove that it is equal to 0. If a > 0 then

¢, +k.c,y

o0
Z]I‘l— < 00.
n=1 Cy

However, lim ¢, = 0 and hence ¢, < c,_ 4, i.e.

n-w

¢, +k.co_y

In > In (1 + k)

n
for infinitely many n e N, which is a contradiction.

Obviously ¢, < ¢, for almost all n € N; for the sake of simplicity we assume that
¢, < ¢q for all n € N. Then we have

n=1 Cp
k.c + k
=(c;+ecp+c3+ )lc‘+ O 4 (cz+c3+..).In2 ‘1
¢ : C2
: k.
+(es+eo+..). mEFEC
. cs
=cx.lnc‘+k'c°+c2.ln c1+k.co'cz+k.cl)+
€1 €1 C2

+¢.In c1+k.co.c2+k.c1.c3+k.c2 4o =
€ ] C3

==c1.lnc1+k'c°.+c2.ln<cl+k'c°.c2+k'c’~)+

(21 C2 €1

+c3.ln<cl+k.co'c2+k.cl'c3+k.c2>+..g
‘ \ C3 €1 C2
20.c,.Ink+1.c;.Ink+2.c;.Ink+...=(a,+as+a,+...).Ink.
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Hence a, + a3 + a4 + ... <o and then also a; + a, + a; + ... < o, g.e.d.

2.2. Lemma. Let (01» a,, as, ) be a decreasing sequence of positive reals, let

)
Y a, < o and
n=1
‘12/‘11 = 03/‘12 = (14/‘13 s ...
Then '

2y

Ay — Qu41q
Z an+1 L < w .
n=1 Ap+1 — Qny2

Proof. For an arbitrary non-decreasing sequence b = (by, b,, b3, ...) of positive
reals less than 1 and an arbitrary i € N define

F(b) = 1 + by + byb, + bybybs + ..

*

1—b 1-b 1-b
G(b) = b, . L4 b,b,. 2 4+ b,b,b,. 3
() ll_b2 121_b 1231_b

3

+ ...,
4

Fl(b) = F(bl, b2, ey bi’ bi’ bi’ ...) ’
G,(b) = G(bl’ b2, ey b,-, bi’ bi’ ---‘) .
Up to a finite number of members, F ,-(b) and Gi(b) are geometrical series with the

quotient b;, hence they are convergent. By an easy computation we can verify that

by, — b
Fisy(b) — F(b) = byb, ... b,. i+1 — O ,
#1(6) = Fi(b) = bibs (1 =b).(1 = byyy)

— G, = . (2 - bi)'(bi—H - bi)
Gi+41(b) — Gi(b) hh"b"u—hyﬁ—mﬂf

Hence for all i e N we have
0= Gi+1(b) - Gi(b) =2. (Fi+1(b) - Fi(b)) :

Comparing term by term the infinite series F(b), F(b) we obtain F,(b) < F(b) for
alli e N. On the other hand, F(b)is greater than the i-th partial sum of F(b) and hence
lim F{(b) = F(b). The i-th partial sum of G(b) s less than G(b) and hencelim G (b) 2
. =

2 G(b). (The limit exists but it may be co.) _

Now we can prove the lemma. Without loss of generality we may assume a; = 1.
Denote b, = a,+1/a, for every neN. The sequence b = (by, by, b, ...) is non-
decreasing and b, € (0, 1) for all n e N. It holds

Ay — Qp+y
a"+l 3 = blbz e bn—l.
Any1 — Qpe2 .

1-b,
1- bn+1
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for all ne N — {1}. Hence it remains to prove that F(b) < co implies G(b) < co.
However,

©6) S lim G(b) = G(B) + 3, (Guel) — ) =
<2.Fy(b) +§12 (Fisab) = FB) = 2. F(b) < 0, qed.

2.3. Lemma. Let k > 1, let (a3, a,, as, ) be a decreasing sequence of positive
reals, let

Ya, <o
n=1
and.letfor allneNayy — gz £ k.(a, — aysq). Then

had —
Za"+1_ln,_c_l_(&_‘1Ll)<w_
n=1 An+1 — Gpa2

Proof. Denote b, = a, — a,+, for all n € N. Then obviously a, = b, + b,.+, +

+ bp4z + ... for all n € N. Without loss of generality we may assume b; = 1 and
b,+1 < 1for all n € N. Then we have

[+ o] 0
. —a k.b
Za,ﬂ.l-ln—’*"—iﬂ)“—‘zan.,.l.hl ”=
cn=1 p+y — Qpyg m=1

=(b2+b3+b..,+...).1nk'b1

2

+ (b, + bs + ...).ln—-—k‘b3 + ...
by

=b2.1n\——k1;b‘ +b3.<lnkl;b‘ + In——k'bz) +

2 2 3

+b4.(ln£i’l)+lnk'b2 +lnk'b3 +...="
b, b; b,

= th..n .In (k"/b,.“) = Z byty.n.Ink + Z busy - lln bn+1| =
n= n=1 n=1
Shk, Zld,.;l + Y ni(basy +e) =
n= n=1

. o )
=(1 *lnk).za',,ﬂ +2n.e"" < 00..
n=1 :

n=1
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We have used the inequality
b.lnb|<n.(b+e™ forall be(0,1) and neN.

To verify it, let us distinguish two cases. If Inb = —n then b.|lnb| < n.b. If
Inb < —n then we have b.|lnb| = |Inb|.e”!"™ < n.e™", since the function
x .e”* is decreasing on [1, ©), g.e.d.

3. OTHER LEMMAS

3.1. Lemma. Let a,b,ce(0,T), a <b <c, let w(x)<x for all xe[b,c],
w(c) = b, w(b) = a and k > 1.
a) If w(y) — w(x) £ k.(y — x) for all x, ye[b, c], x < y then
¢ x.dx b
s x —wx) k-
b) If w(y) — w(x) 2 —k.(y — x) for all x, ye[b, c], x < y then

¢ x.dx _ b ln(b—-a)+(k+1).(c—b)
f,x—w(x)=k+1' b-a '

Proof. a) Let u(x) = b + k.(x — c). Then w(x) = u(x) for all xe[b, c] and

hence
j‘ x.dx > ¢ x.dx _ € dx > ¢ dx ____2'
px—w(x) Jyx—ux) Jyl—ux)x" J,1 —ubd)b k
b) Let u(x) = a — k.(x — b). Then w(x) = u(x) for all x € [b, c] and hence

¢ x.dx > ¢ x.dx _* x.dx .
px—wx) Jyx—ux) Jy(k+1).x-k.b—-a’

by an easy computation we obtain the required expression, g.e.d.

[\

3.2. Lemma. Let a,b,ce(0,T), a < b <c, let w(x) < x forall xe[b,c], let
w(c) = b, w(b) = a and let k be a real.

a) If ke(0, 1) and w(y) — w(x) 2 k.(y — x) for all x, ye[b, c], x < y then

J" x.dx <
»x—wx)  k

b)If k>1 and ng(y)—w(x)gk.(y—x) for all x,ye[b.c], x<y
then ‘ '

J’ x.dx §c+b;ln(c—b)'k.
» X — W(x) b-a
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c) If the function w(x)[x is non-increasing on [b, c] then

J"’ x.dx §b.c—b.
‘ » X — w(x) b—a

Proof. a) Let u(x) = b + k. (x — c). Then w(x) < u(x) for all x€[b, c] and
since u(x)/x is monotone on [b, c] we have

[t $50)-
st )

b) Let d = b + (b — a)lk and u(x) = b + k.(x — d) for xe[b,d], u(x)=b
for x € (d, c]. Then w(x) < u(x) for all x € [b, ¢] and therefore

IIA

¢
.

J" x.dx _ ¢ x.dx 4 x.dx ? x.dx

p X — w(x) ,,x—u(x)=,,x—u(x) ,,x—u(:5=

k.(c—b).

b—a

§d+<c—d+ b.lnlc)_b)=c+.b.ln

—a

c) We have

¢ x.dx f" dx ¢ dx c—b
| . = =b. , gq.ed.
Lx—w(x) » 1 — w(x)[x » 1 —afb b—a

3.3. Lemma. Let w(x) < x for all xe(0,T), let k> 1 and w(y) — w(x) <
Sk.(y—x) forall x,ye(0,T), x <y or w(y) — w(x) = —k.(y — x) for all
x,y€(0, T), x < y. Let there be be(0, T) such that the point [b, b] is a limit
point of the graph of w(x). Then there are a, c€ (0, T), a < ¢ such that

¢ x.dx
— = =o.
a X — w(x)
Proof. Let e.g. w(y) — w(x) S k.(y — x) for x < y and let the point [b, b]

be a limit point of the graph of w(x). It can be easily shown that b — w(x) <
S k.(b - x)forall xe(0, b). Take ¢ = b and a €(0, ¢). Then

f‘ x.dx o b a.dx - o
ax—wx) Jo(k—1).(b-x)

If w(y) — w(x) 2 —k.(y — x) for x < y, the proof is similar. We choose a = b
and ce (b, T). Q.ed.
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3.4. Lemma. Let w(x) < x for all xe(0, T), let w(x) be Lebesgue measurable
on (0, T) nad let no point [b, b], b€ (0, T) be a limit point of the graph of w(x).
Then for all a,ce(0,T),a < ¢,

¢ x.dx
— - <.
f, x — w(x)
Proof. Take a, ce (0, T), a < c. Then there exists a positive number ¢ such that
w(x) £ x — & for all x € [a, c] and hence
x—wx) J, e
3.5. Lemma. Let at least one of the functions u(x), v(x) be non-decreasing on
(0, 1), let u(x) < v(x) for every x € (0, t). Let a, b € (0, T), V(b) < o0 and lim u"(a) =

= 0. Then U(a) < .

Proof. Without loss of generality we may assume a < b < t. Now we can prove
u"(a) < v"(b) by induction. If n = 0 then obviously u"(a) = a < b = v"(b). For
n e N we have '

w(a) = u(w (@) £ X £ o™~ (8)) = v(b)

where X = u(v""*(a)) if u(x) is non-decreasing and X = v(u"~*(a)) if v(x) is non-
decreasing. Comparing U(a), V(b) term by term we obtain U(a) £ V(b) < oo,
q.e.d.

4. CRITERIA OF SMALLNESS

Let t be a fixed element of (0, T); it is suitable to imagine it small. An obvious
necessary condition for a function w(x) to be small is

(4.0) ‘ lim w*(x) = 0 forevery xe(0,T);
n—* o0

this condition will be called the zero-condition for the function w(x). It is easy to

see that if a function w(x) satisfies the zero-condition and is small on (0, ¢) then it

is small (i.e. small on the whole (0, T)). The problem whether a function w(x) is

small is usually much more difficult than the problem whether w(x) satisfies the zero-

condition. Therefore it is usually reasonable first to verify (4.0) and only if it holds

to find out whether w(x) is small. Hence it is suitable to investigate smallness on (0, ).
We shall also assume

(4.1) w(x) < x forall xe(0,1]

in most theorems. The condition (4.1) is obviously very natural even if it is not
necessary for w(x) to be small (see Example 6.5). Our basic result is the following
theorem.
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4.1. Theorem. Let w(x) satisfy (4.1) and (4.0), let there be a real k such that

(42) 'vw(y) —wx)Sk.(y—x) forall x,ye(0,t], x<y
or '

(4.3) wy) —wx)Zk.(y —x) forall x,ye(0,t], x<y,
and let

4.4 t __x__ﬁi_x__ 0 .

9 e

Then the function w(x) is small.

Proof. We may obviously assume |k| > 1 and prove only W(a) < oo for all
a€(0,t). Denote a, = w(a) for all ne Nu {0}. The sequence (a, a3, g, ...) is
decreasing and its limit is 0. Now let us distinguish two cases.

If (4.2) holds then using Lemma 3.1a for b = a,, ¢ = a,_; we obtain

W(a)=ao+ Y a, £ ag +Zk.J
n=1 n=1

wm X — wW(x) -

a t
=a0+kJ‘—-x__E_x_.=ao+kJ‘__x_:£¥__<w_
0% — w(x) 0 X — w(x)

@n-1

x.dx

Let (4.3) hold. Using Lemma 3.1b we obtain

oo>J‘ x.dx =ZJ"'“ x.dx >
0oX —w(x) n=1), x—wx)

> On+1 .]n(an_an+l)+(_k+1)'(an—-1—an).
-k +1 ) n — Qp+q

Now we can use Lemma 2.1. It implies that a, + a, + as + ... < oo and hence
W(a) =ao + a; + a; + ... < 0, q.e.d. -

- Theorem 4.1 shows that (4.4) is a sufficient smallness condition for a rather large
class of functions w(x). Generally speaking, it is not a necessary condition (see
Example 6.7). However, (4.4) can turn out to be a necessary and sufficient smallness
condition if we restrict the class of functions w(x) considered. Some convenient
restrictions are given in the next three theorems. In their proofs the necessity of (4.4)
is verified only, the sufficiency being obv1ous consequence of Theorem 4.1.

- 4.2, Theorem. Let w(x) satzsf y (4 0) and (4.1), let there be a positive real k such
that (4.3) holds. Then the function w(x) is small if and only if (4.4) holds.
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Proof. We may obviously assume k < 1. Let w(x) be small. Denote a, = w"~(f)
for all n e N. By Lemma 3.2 we have

J' x . dx =§J x . dx §§“»=W(‘)<oo. Qed.

ey X — W(X) a=1 *
4.3. Theorem. Let w(x) satisfy (4.0) and (4.1) and let the function w(x)/x be non-
increasing on (0, t]. Then the function w(x) is small if and only if (4.4) holds.

Proof. Let w(x) be small. Denote a, = w"~(t) for all n € N. Then

t [} an 0
x.dx x.dx a, — Gu4y
f—=zj sy BT g <o)
0X —w(x) =1 o, X — W(X)  #=1 8444 — Guiz

the first inequality follows from Lemma 3.2c and the other from Lemma 2.2, q.e.d.

4.4. Theorem. Let w(x) satisfy (4.0) and (4.1), let w(x) be non-decreasing and let
there be a real k such that (4.2) holds. Then w(x) is small if and only if (4.4) holds.

Proof. We may obviously assume k > 1. Let w(x) be small. Denote a, = w"~'(t)
for all n e N. It holds

A AP RPN CEE S R

an+1 x = W(x) n=1 Ani1 — Qpia

o
=Za,,+2a,,+1.ln(~a—"——a’,'+—‘)'k< 0.
n=1 n=1 An+1 — Gu+2

The first inequality follows from Lemma 3.2b, the second from W(f) < o and
Lemma 2.3. Q.e.d.

Up to now we have tried to find smallness conditions which were as general as
possible. Now we are going to give some more easily applicable conditions. We
begin with a simple theorem for verifying (4.0).

4.5. Theorem. A continuous function w(x) satisfies the zero-condition if and
only if w(x) < x for all x € (0, T).

Proof. Let w(x) < x for all x € (0, T), and a €(0, T). Denote a, = w"(a) for a]l
ne NuU {0}. The decreasing sequence (aq, 4y, @, ...) has a limit b 2 0. If b js
positive then w(b) = b, which contradicts the assumption. Therefore b = 0.

Conversely, let w(a) 2 a for some a € (0, T). We have to find b such that W(b) =
= 0. If W(a) = oo take b = a. Otherwise there is n € N such that w"(a) = w**! (a)-,
w"(a) < a. Denote ¢ = w"(a). It holds w(c) < ¢, w(a) 2 a, and therefore there:js
b € [c, a] such that w(b) = b. Then obviously W(b) = o, q.e.d.
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Now we shall reformulate Theorems 4.1—4.4 for the functions w(x) which have
the first derivative on (0, t). The proofs of both reformulated theorems are very
easy and we shallomit them.

4.6. Theorem. Let w(x) satisfy (4.0) and (4.1), let w'(x) exist for all x € (0, t],
let there be a real k such that w'(x) < k for all xe(0, t] or w'(x) 2 k for all xe
€(0, t] and let (4.4) hold. Then the function w(x) is small.

4.7. Theorem. Let k be a positive real, let w(x) satisfy (4.0) and (4.1), let w'(x)
exist for all x € (0, t] and let at least one of the following conditions hold:
(i) w'(x) = k for all x€ (0, t]; ’
(ii) w'(x) £ w(x)/x for all x€(0, t];
(iii) 0 < w'(x) £ k for all x (0, t].
Then the function w(x) is small if and only if (4.4) holds.

4.8. Corollary. Let a function w(x) satisfy (4.0) and (4.1), let r be a real, t < e™°
and let for all x € (0, t) either

w(x) = x — x27"
or
w(x) = x — x. |In x|**"
or
w(x) = x — x* . [In x| . (In |In x[)**".

Then w(x) is small if and only if r > 0.

Proof. Let e.g. w(x) = x — x2. |In x|**". Then

fx.dx [ dx _[* dy

0 X — w(x) 0X. |1n xl”' lag) Y177 .
The last integral converges if and only if » > 0. Now it suffices to use Theorem 4.7.
The other two cases for w(x) are similar. It is also clear how to continue the sequence

of formulae for w(x); then the number e~ ° must be replaced by a smaller number
depending on the considered formula. Q.e.d.

4.9. Corollary. Let a function w(x) satisfy (4.0) and (4.1) and let
wx)=ci.x+c.x2 +c3.x> + ...

for all x€(0, t] where ¢, are real constants. Then w(x) is small if and only if
ey < 1. ' :

The corollary is an immediate consequence of Theorem 4.7. Notice that if w(x) =
= ¢y + €1 . X + ¢; . x* + ... then w(x) can satisfy (4.1) only if ¢; = 0.
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5. COMPARATIVE CRITERIA

In the preceding section we have given a list of small functions. Now we give
some theorems which enable us to conclude that a given function is small if it is
related in a certain way to some other small functions. As in Section 4, t denotes
a fixed element of (0, T).

5.1. Theorem. Let u(x) satisfy the zero-condition, let at least one of the functions
u(x), v(x) be non-decreasing on (0, t), let u(x) < v(x) for every x € (0, t) and let the
JSunction v(x) be small on (0, t). Then the function u(x) is small.

Proof. Take an arbitrary x € (0, T). The zero-condition implies that thereis n e N
such that a = u"(x) € (0, t). Obviously U(x) < oo if and only if U(a) < co. Since
the function v(x) is small on (0, ¢) it holds ¥(a) < co. Then by Lemma 3.5 (used for
b = a) we have U(a) < o, and hence U(x) < o, q.e.d.

Another corollary of Lemma 3.5 follows by taking u(x) = v(x) = w(x).

5.2. Theorem. Let w(x) satisfy the zero-condition and be non- decreasmg on
(0, t]. Then w(x) is small if and only if W(t) < co.

If we want to use Theorem 5.1 it is sometimes useful to extend the list of small
functions by the theorem below.

5.3. Theorem. Let w(x) satisfy the assumptions of Theorem 4.7, r e (0, 1), let
u(x)=r.x+ (1 —r).w(x) forallx € (0, t] and let u(x) satisfy the zero-condition.
Then u(x) is small if and only if w(x) is small.

Proof. The function u(x) also satisfies the assumptions of Theorem 4.7 and

fx.dx 1 fox.dx
0 X — u(x) 1—r ox—w(x-)'
The integral on the left cohverges if and only if the infegral on the right conv:erges.

Now it is sufficient to use Theorem 4.7. Q.e.d.
. We give one example how to use Theorem 5.3.

5.4. Corollary. \If w(x) satisfies the zero-céndition, r > 0 and

lim inf x = w(x) 0
or ¥ x| (In[lnx) "

then the function w(x) is small.

The assumption that at least one of u(x), v(x) is non-decreasing cannot be omitted
in Theorem 5.1. (See Examples 6.3, 6.4.) However, it can be replaced by the continuity
of v(x). We shall see that from the following theorem. :
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5.5. Theorem. (J. Smital). Let a continuous function w(x) be small and let for all
xe(0,T)

‘ u(x) = sup {w(y); y€(0, x]}.
Then the function u(x) is small.

Proof. Let b e (0, T). There is the least real a, satisfying w(a,) = w(b). Denote
a, = u"(a,) for all ne N. Since w(x) is continuous and small, we have w(x) < x
for all x € (0, T). Then u(x) < x for all x € (0, T), u(x) being continuous. Therefore
u(x) satisfies the zero-condition.

Denote by G, the set of all x € (0, T) such that u(x) is constant in a (sufficiently
'small) neighbourhood of x. Further, denote for all ne N

= {xe(0, T); u"(x) € Gy},
A, = [al’ aO] -Gy, A =A_,—G,.

All sets Ay, A, A,, ... are closed and Ay 2 A, 2 A, 2 .... We shall show A, + 0
for all n e N U {0}. If we denote u"(X) = {u"(x); x € X} for every X < (0, T) then it
holds

(5.1) un+1(An) = [a,,+2, an+1] >
(5.2)  w(A)nGo=90.

For n = 0, (5.1) and (5.2) obviously hold. Let they be true for some n; we prove
them for n + 1. It holds u"*(A,,) = u"*Y(A, — G,4y) S [Gn+2 a,,H] — Gy,
hence u"*!(A,,,) n G, = 0. Further, we have u"*?(A,, ) = u"**(A, — G,,) =

= u(u"“(A" O ) 2 “(“"H(An) "H( +1)) = u([an+2’ n+1] - Go)
= [@y43, @,+2]. The converse inclusion is obvious: u"*2(A,,;) < u"**([a,, ao]) =

= [an+3’ n+2]
We have proved (5.1) and (5.2). (5.1) 1mp11es A, % 0 for all n e N and since A; 2

2 A; 2 ... are closed sets we have ﬂ A, + 0. Take ce n A,. It holds w"(c)

=u (c) for all ne Nu {0}. Therefore U(c) = W(c) < oo. Now we use Theorem
5.2. Since u(x) is obviously non-decreasing and satisfies (4.1), it is small, g.e.d.

5.6. Corollary. A continuous function w(x) is small if and only if w(x) < x for
all xe(0, T) and W(t) < oo.

5.7. Corollary. Let 1(x) be a continuous small function and let u(x) < v(x) for
all x €(0, T). Then the function u(x) is small.
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6. EXAMPLES AND REMARKS

6.1. Example. A function w(x) such that w(x) < x for all x € (0, T) which does
not satisfy the zero-condition. .

Let w(x) = x/2 for x€(0,t], w(x) = (x + t)/2 for xe(t, T). Then obviously
w(x) < x for all x € (0, T'). However, for every a € (¢, T) it holds lim w"(a) = t > 0,

hence w(x) does not satisfy the zero-condition.

Remark. The just constructed function w(x) is continuous from the left on (0, T).
From Theorem 4.5 we know that it cannot be continuous. It is easy to see that it
cannot be even continuous from the right on (0, 7).

6.2. Example. A function w(x) satisfying the zero-condition, w(x) < x for all
x€(0, T) and W(t) < co which is not small on (0, #).

Choose r e (0, t) such that r/t is irrational (e.g. r = t/\/2) and for all xe(0, T)
define w(x) = r/(r/x + 1) if r/[xe N, w(x) = x[2 otherwise. The function w(x)
obviously satisfies (4.0) and w(x) < x. It holds also W(t) =t+ 12+ t/4+ 18 + ...

. < . However, W(r)=r+rf2 + r/3 + rf4 + ... = oo, hence w(x) is not
small on (0, 1).

6.3. Example. Functions u(x), v(x) satisfying the zero-condition and u(x) <
< v(x) < x for all x € (0, T), such that v(x) is small and U(x) = oo for all x € (0, T).
Letforall ne N

u(t|(2n)) = t/(4n + 1), o(t/(2n)) = t/(4n),
u(t/2n — 1)) = t/2n + 1), o(t/2n — 1)) = t(2n)
and for all x € (0, T) such that t/x ¢ N let |
u(x) = t/(2n + 3), o(x) =1t/2n + 2),

where n is the integer part of ¢/x. Then for every x € (0, T) there is m € N such that
u(x) = t/(2m + 1), v(x) = t/(2m) and we have

U(x) = x + Uu(x)) = x + 1]2m + 1) + t)@m + 3) + t)2m + 5) + ... = 0,
V(x) = x + V(v(x)) = x + t/(2m) + t/(4m) + t|8m) + ... < .
Remark. Neither u(x) nor v(x) can be non-decreasing, and v(x) cannot be con-

tinuous.

6.4. Example. A small function v(x) and a continuous but not small function u(x)
satisfying the zero-condition and u(x) < »(x) for all x € (0, T).
Let forall ne N

u(tfen = 1) = 2 +3), u(f2n) = 1ff4n +2),
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let u(x) = ¢/5 for all x (¢, T) and let u(x) be defined by linear interpolation on each
interval (t/(n + 1), t/n) neN. Let forallneN

’ o(t/(2n)) = ¢/(4n), | ,
o(x) = t)(2n +2) for xe(tf(2n + 1), tf(2n — 1)] = {t/2n}

and let o(x) = /2 for xe(t, T). Then obviously u(x) is continuous and u(x) <
< o(x) < x for all x € (0, T). It is easy to verify that v(x) is small. However, u(x)
is not small because U(f) = ¢ + #/5 + /9 + /13 + ... = .

Remark. If we replace the linear interpolation by a finer construction we can reach
e.g. that u(x) has all derivatives on (0, T).

65 Example A small function w(x) such that w(x) > x for all but countably-
many x € (0, T).
Let (to, ty, ta, .. )be an lncreasmg sequence, t, = t and lim ¢, = T. Denote t_,l =

n—co

=t[2"forallne N, Z= U {t_, t,} and for all integers n and all x & (0, T)

n=0
w(x) =ty if xe(t,, 1) w(x)-t- if x=t,

Then for all x € (0, T) — Z we have w(x) > x. In spite of that the function w(x) is
small: For each x, W(x) converges if and only if t_, + t_, + t_3 + ... <00, which
obviously holds.

6.6. Example. A function w(x) ‘satisfying (4.0), (4.1) and (4.4) which is not small.
Let for all xe (0, T)

w(x) = x[2 if t/x¢N,, w(x) = t/(t/x + 1) ifv tfxeN.

Then w(x) satisfies (4.0) and (4.1). It also satisfies (4.4) because w(x) can be replaced
by x[2 in the integral. However, w(x) is not small since W(t) =t+t2+ t/3 + .
=00.

' Remark. The function w(x) just constructed is not continuous. However, a con-
tinuous function with all the mentioned properties can be found. It could be con-
structed as an “approximation” of the function w(x). Therefore in Theorem 4.1 the
conditions (4.2) or (4.3) cannot be replaced by continuity of w(x).

6.7. Example, A non-decreasing small function w(x) satisfying (4.0) and (4 1)
which does not satisfy (4.4), .
Denote a, = t[2" for all neN, and deﬁne

W(x) = ap4q for all xe(ay4y,a,], wx)=a, forall x>a,.
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Then obviously. w(x) satisfies (4.1) and is non-decreasing. Further, w(x) is small
since W(x) £ x+ ay + a, + a3 + ... <oo, and hence it satisfies (4.0), too.
However, (4.4) does not hold. Moreover, for every positive k we have

ko x L dx
_ =
Lx—w(x)

because the graph of w(x) has a limit point [a,, a,] for some a, € (0, k).

Remark. There is also an increasing continuous small function w(x) satisfying
(4.0) and (4.1) and not satisfying (4.4). It can be constructed as an “approximation”
of the function from Example 6.7. Hence we cannot replace (4.3) with a positive k
by the assumption that w(x) is increasing in Theorem 4.2. Analogously we cannot
replace the assumption (i) in Theorem 4.7 by the assumption w'(x) > 0.

6.8. Example. A decreasing sequence (a,, a,, a3, ...) of positive reals such that
a, +a,+az;+...<00, 0,41 — dyy, < a, — a,,, for all n € N and

o0

a,— a
Ya,.In—"—"L = oo,
n=1 An+1 — pi2

(Compare with Lemma 2.3.)
Let ¢, =1, Cyy =c¢,.€" b,=1/c,, a,=Db, + byyy + byyy + ... for all
n € N. Then

8

¢ o
l=%1=o0.
Cp n=1

¢}

a, — a 1
Ya,.In—=—"*L >% — . In
n=1 An+1 — Qpyz n=1Cy

The other conditions can be easily verified.
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