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1. INTRODUCTION 

The aim of this paper is to prove the existence of time-periodic solutions to 
3 system of equations appearing in magnetohydrodynamics. The treated system of 
equations is a bit non-standard in the respect that the usually adopted form of the 
Ohm law is substituted here by one in which the terms describing Hall's effect and 
ion slip are allowed for [6, p. 30], In this respect the present paper generalizes paper 
[7], where the Ohm law was applied in its simplest form. 

Various existence results have been proved in numerous papers out of which we 
quite here only [2] —[4], [9] — [11], [7], [8] since these papers have some common 
points with the present paper. A more detailed description can be found in [7]. 

In this paper, equally as in [10], [7] and [8], the displacement current is not 
neglected. As said above the Ohm law includes terms reflecting Hall's effect and ion 
slip. 

We investigate the system of equations governing the velocity v of viscous electrical­
ly conducting incompressible fluid, the magnetic field B and the electric field E 
in the fluid. The fluid is supposed to occupy a bounded region Q a R3 homeomorphic 
to a ball. The boundary dQ of Q is supposed to be sufficiently smooth and perfectly 
conducting. 

The system of equations and boundary conditions is the following: 

(1.1) g(vt + (v, V) v - v Av) = - Vp + gf + qE + j x B , 

(1.2) divi; = 0 , 

(1.3) v(-,x) = 0 for xedQ, 

(1.4) fl,+ r o t £ = 0 , 

(1.5) divfl = 0 , 

(1.6) Bn(-,x) = 0 for xedQ, 
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(1.7) fi-5# +j -TOtBln=J, 

(1.8) £ div £ = q , 

(1.9) Ex(-,x) = 0 for xear2, 

(1.10) j = a(E + v x B) + ax(x)j x B + a2(x) ( j x B j x B , 

Supposing / and J are 2.r-periodic in t and small we shall prove that there exist 
27u-periodic functions (v, p, B, E) satisfying (1.1) —(1,10) (Theorem 3A). This is a per­
turbation result obtained by applying the contraction mapping principle when the 
existence results for linearized equations have been given. 

Now we recall the original meaning of the variables involved: 
v velocity of fluid, 
/ given external mass force, 
p pressure, 
B and E magnetic and electric field vectors, 
j current density vector, 
j given external electric current density vector, 
q net charge density. 

The quantities o(density), v(viscosity), e(permitivity), /x(permeability) and <r(electrical 
conductivity) are supposed to be positive constants. The functions ax and a2 are 
supposed to be smooth on Q and for technical reasons we have to suppose 

(1.11) (xx(x) = 0 for xedQ. 

The subscripts n and T denote, respectively, the normal and tangential components 
of a vector, i.e. if n(x) denotes the unit outward normal to dQ at a point x and "•"" 
the scalar product in R3, then 

Bn(t, x) = (B(t, x) . n(x)) n(x) , Ex(t, x) = E(t, x) - En(t, x). 

In the next section, Section 2, the system in question will be reduced to a more 
suitable one. In Section 3, the spaces will be defined and the result presented. In 
Section 4 we shall state the results for linearized equations. In the last section, Sec­
tion 5, the main result will be proved. 

2. AN EQUIVALENT SYSTEM 

To transform (1.1)—(1.10) to a more suitable set of equations we now define two 
operators V and W. 

Firstly, given a function a e Hk(Q), the space of scalar functions on Q with square 
integrable generalized derivatives up to order k, we set Va = grad cp, where q> 
satisfies A<p = a in Q and q> = 0 and dQ. Hence, for every positive k, Vis a linear 
bounded operator from Hk~\Q) into (Hk(Q))3 satisfying (Va)x = 0 on dQ. 
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Secondly, to define the operator W we begin by introducing two spaces, k _ 1 
integer, 

Jk(Q) = {ue (Hk(Q)f9 div u = 0, ut = 0 on dQ} , 

Jk(Q) = {ue (Hk(Q))3; div u = 0, un = 0 on 3G} , 

By [4], the operator rot is a homeomorphism of Jk+1(Q) onto Jk(i2). The inverse 
operator is denoted by W9 i.e., given Be Jn(Q) ,we denote by WB the function w e 
e(Hk+i(Q)Y satisfying 

rot w = B , div w = 0 in (2 , 

wT = 0 on 3f2 . 
In what follows we denote 

a(t) = div E(t) . 

Then, suppressing for simplicity the dependence on t of the functions involved, 
we have in virtue of (1.4) and (1.9), for every t fixed, 

rot(_ - Va) = -Bt in Q, 

div(F - Va) = 0 in n , 

(F - Fa)T = 0 on dQ . 

Since by (1.5) and (1.6), div Bt(t9 •) = 0 in Q and Bn(t9 •) = 0 on dQ9 we can write 

E(t) = Va(t9 •) - WBt(t9 •) . 
Setting 

J = j - G(E + v x B) , 
we get from (1.10) 

(2.1) J - a^x) J x B - a2(x) ( J x 5 ) x 5 = 

= ex ax(x) D x £ + a a2(x) (D x B) x B, 

D = E + y x B. 
where 

Viewing (for a while) D and 5 as elements of R3 we find by applying the Implicit 
Function Theorem a smooth function i mapping 06 x „ , 06 a neighbourhood of 0 
in _^6, into IR3

9 a neighbourhood 03 of 0 in ^ 3 , and positive xl9 x2 such that J == 
= i(£, £>, x) is the only Je03 satisfying (2.1) provided \B\ fg xl9 \D\ ^ x2 and 

__ 3 

xeQ. Here |B| means ( £ BJ)1J2. Assuming Dx(x) = 0 for x e dQ9 we easily see, 
.7 = 1 

as a consequence of (1.11), that JT = 0. Evidently, i(09 D9 x) = 0. 

Using the operators defined above we can reduce the system (1.1) —(1.10) to an 
equivalent one which has turned out to be more suitable for the intended investiga­
tion. The system we shall now be interested in is the following: 
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(2.2) Q(vt - v Ai?) = Q(V, V) v - Vp + ea(Va - JVB,) + 

+ [J(v, B, a) + <r(Va - WBt + v x B)] x B + o/, 

(2.3) div v = 0 , 

(2.4) v(t, •) = 0 on 3G, 

(2.5) efiBtt + <r/iB, + rot rot B = /* rot (J(t;, B, a) + <x(i; x B) - J), 

(2.6) div £ = 0 , 

(2.7) Bn(t, •) = 0 , rotr B(f, •) = 0 on dQ , 

(2.8) . ea, + era = - d i v (J(u, B, a) + <r(v x B) - J) , 

where 

(2.9) J(v, B, a) = c(B, Va - WBt + v x B, x) . 

and rotT B stands for (rot B)t. 

In this system the functions / and J are supposed to be periodic functions of the 
variable t. For simplicity we shall suppose all functions in question to be 27u-periodic 
in t. 

Moreover, we shall assume jt(t, •) = 0 on dQ for all t. 

3. SPACES AND RESULT 

Periodic functions — as a consequence of their 27i-periodicity in the time variable — 
will be considered as given on S1 x Q, Sl the unit circle. Since most functions will 
be given on S1 x Q, this symbol will be omitted in the notation of spaces. Only in 
case we want to emphasize that the function involved is considered as depending 
on the spatial variables only we append Q explicitly. 

As in Section 1 we use the subscripts n, % or 0 to denote the vector functions having 
zero normal component, zero tangential component or just zero on the boundary dQ, 
respectively. 

The space of functions on S1 x Q which have square integrable generalized 
derivatives up to order k, k e N, will be denoted by Hk. This space is equipped with 
the usual norm, 

HI* = ( I « ^ « l l o ) 1 / 2 , 
where 

MS* 

•2 i i /• \ l / 2 

Ho -(£"jj" ( í*x ) | 2 d x d í] 
a = (a0, a„ a2, a3) and D*t<x = D*°DX\DX\DX\ 

180 



In particular, we have H° = L2(S1 x Q). Besides Hk, we shall use the following spaces 
of functions defined on S1 x Q9 ke N: 

Xk = {u; D*DlxDlxueH° for a = 1, 20o + |j8,J = 2, |y| = k} , 

y* = {u; D*Dp
ttXu e H° for a = 1 , | j B | = fc} , 

Zk = {w; DJD?fjeii e H° for |a| = 1, \fi\ = k} . 

The norms in these spaces are defined in an obvious manner to guarantee the com­
pleteness of all these spaces. 

The same notations will be used to denote the spaces of 3-dimensional vector 
functions on Sl x Q. The subscript s will stand for solenoidal functions, i.e. functions 
with divergence equal to zero. 

Thus, for example, Yk
x9 k _ 1, is the space consisting of all real 3-dimensional 

vector functions v e Yk with div v(t, •) = 0 in Q and vx(t9 •) = 0 on dQ for all r. 

As usual, by P we denote the orthogonal projection of (l}(Q))3 onto J°, the 
completion in (l}(Q))3 of all solenoidal functions from (CQ(Q))3. The projection 
in I}(SX x Q) defined by v(t9 •<) -* Pv(t9 •) will be denoted by P as well. 
, Now we are in a position to give the result of the paper. 

Theorem 3.1. Let fceAV, k ^ 3, Je Yk and J eZk+l. Then9 under the assumption 
that ||/||yfc and ||I||Zfc+i are both sufficiently small, there exist functions veXk

9 

B e Hk+2
9 aeHk+1 and p with Vp e Yk such that (2.2)-(2.9) are satisfied. 

Remark 3.L Since the systems (1.1) —(1.10) and (2.2)-(2.9) are equivalent 
we also get a solution to the original problem. 

4. LINEARIZED EQUATIONS 

We introduce three operators representing the linear parts of the equations (2.2), 
(2.5) and (2.8). Firstly, we set 

Lxv = vt — vP Av. 

Lemma 4.1. Let fe Yk. Then there exists a unique veXk
0 satisfying Ltv = / . 

Moreover, denoting v by Axf we have \Axf\xu ^ c||/||y*c-

Remark 4.1. The function v from this lemma is a solution to the problem 

vt - vP Av = Pf in S1 x Q , 

v{t9 •) = 0 on Sl x 8Q. 

This means that there is a function p such that 

Vp e Yk and vt — v Av = / - Vp . 
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Secondly, for e > 0 we set 

L8
2B = epiBtt + u\iBt + rot rot B . 

Lemma 4.2. Let g e YSt„. Then there is a unique B e Hk*2 with (rot B)x = 0 on 
S1 x dQ such that Jl2B = g. Moreover, denoting B by A2g9 we have \A2g\k + 2 = 
= c lkl |yk W I ^ a constant c independent of e. 

Remark 4.2. The assumptions on g could be slightly weakened. If we suppose 

g e Hk
sn and Dk

t
 + 1geH° Lemma 4.2 also holds. 

Thirdly, for e > 0 we set 

L£
3a = eat + aa . 

Lemma 4.3. Let h e Hk. Then there is a unique aeYk such thatH3a = h. Moreover, 
denoting a by As

3h9 we have 

with a constant independent of e. 

Proofs of all these three lemmas go along standard lines [cf. 7]. The corresponding 
results for stationary problems are applied in the proof. In the case of Lemma 4.1 
this is the problem 

— Av = — VP + / , div v = 0 in Q , v = 0 on dQ, 

which is investigated in [2] and [12]. In the case of Lemma 4.2 we rely on the fol­
lowing result from [4], cf. also [1]. For heJk(Q), k = 0, there exists a unique 
weHk+2(Q) satisfying 

rot rot w = h , div w = 0 in Q , 

wn = 0 , rotT w = 0 on dQ . 

5. PROOF OF THEOREM 3.1 

Applying the operator P to (2.2) and using Ai9 A2 and A% from Lemmas 4.1—4.3 
in (2.2), (2.5) and (2.8) we get the following system of equations for v, B and a: 

(5.1) v =Q~lAlPf(v9B9a)9 

(5.2) B = fiAe
2g(v9 B9 a) , 

(5.3) a = -A\h(v9B9a)9 
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where 

f(v9 B9 a) = Q(V9 V) v + ea(Va - WBt) + 

+ [J(i;, B9 a) + cr(Va - WBt + v x 5)] x B + o/, 

g(u, B9 a) = rot (J(y, B9 a) + (7(1; x B) - J) , 

h(i>, B9 a) = div (J(t;, B9 a) + <r(i> x B) - J) 
and J(v, B9 a) is given by (2.9). 

Let us set //*,„ = {Be Hk,n; rott fl = 0 on S1 x 3-Q} and Mk = K*,0 x Hk
s
+1 x 

x H*+1. The space Mk equipped with an obvious norm |||*||| is a Banach space. For 
any integer k, fc = 2, we can find R > 0 such that the ball Mk

R = {ue Mk; \\\u\\\ < R] 
is mapped by J into Zk+1. This follows from the Moser lemma on a mapping given 
by a composition operator [5]. By definition of Zk+1, to prove J(v9 B9 a) eZk+1 

means to show that D$J(v9 B9 a) e Hk + 1 for any a, |a| = 1. Applying the chain rule 
we find that D$J(v9 B9 a) has the form $(x9 wl9..., wp)9 where 0 is a smooth function 
of all arguments and Wj = Wj(t9 x) are elements of Hk+1 with Hvvĵ .n = CR9 

a constant depending on R..By Sobolev's lemma we have ||w^||c g cscR and thus 
by Moser's lemma $(•, wl9..., vvp) eHk + 1

9 which means that J(v9 B9 a) eZk+1 in 
our case. By a similar argument we show that J is a Lipschitzian map of Mk

R into Zk+1. 
Repeating the argument for k = 3, we can prove that (/, g9 h) is a Lipschitzian 

mapping of Mk
R into Yk x Yk x jf*+1. Since (J(t;, .B, a) + u(i? x 5 ) - ] ) t = 0 

on 51 x dQ9 we have by [1, Note 2, p. 51] g(v9 B9 a) e Hk+ x. Applying the contraction 
mapping principle we obtain the desired result. 

Remark 5.1. The fact that in proving the above result we have used only estimates 
which do not depend on £ makes it possible to let e tend to 0 and get the solution of 
the system of equations obtained formally when e = 0, i.e. when the displacement 
current is cancelled and the net charge is set equal to zero. 
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