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Summary. In this note Boltzmann’s entropy for the imbedded process is constructed. Also, the
generalized equipartition property is established for an ergodic Markov pure-jump information
source.
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1. INTRODUCTION

Let us consider a Markov pure-jump process with finite state-space and the im-
bedded associated process, which is a bivariate discrete-time Markov process.

We calculate Boltzmann’s entropy for the interval of time [0, T], denoted Hrp,
and establish the existence of the entropy of the process,

H::llm:!'HT.

T- o

Then we show that Perez’s condition for the validity of the abstract alphabet
version of the Shannon-McMillan’s limit theorem is satisfied for the information
source corresponding to the imbedded process. Hence, an ergodic Markov pure-
jump information source has the generalized equipartition property.

2. MODEL
Let {X,,t = 0} be a separable continuous-time Markov process defined on

(E, A", P), with a finite state-space S = {1,2,..., s}. We suppose that the stationary
transition probabilities p; (1) are continuous at ¢t = 0:

. 1, i=j

limp;(t) =4." . 7

t—=0 p”( ) {0 bl 1 :F .]
(then they are continuous for all ).
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Let Q = |g;];,;=1.... be the infinitesimal generator of the process, where

pift)

qij=lim—, Oéqij<wq l:*:,]
t-0
.1 = py
4 = —4q;, q.-=llm—Api@- q4;>0
t—0 t
un'j=‘1i-
jEi

It is well known that the matrix of transition probabilities P(t) = |p;; ()] can
be expressed in the form P(f) = exp (1Q). Then, the process will be completely
determined by-the initial probabilities and by its infinitesimal generator Q.

If we assume that all the states inter-communicate, the chain will be ergodic.
Then p;(t) > 0 for all i,jeS and all t > 0. The limits lim p,(t) = n; exist and

t—> 00

{nj, jeS} is the stationary distribution of the process, with n; > 0, Z n; =1,
Y n; pij(t) = m; for all t. Jes
ieS

The chain has the following constructive development:

The process starts off at time 0 broadcasting the signal i with probability p,-(O)
(m; in the ergodic case). The emission-time of this first signal, T;,, has the density

fTo(t) = Qiexp(—qit) , t>0.

At time t = T, a j-type signal is broadcasted (j = i) with probability g;;/q;.
The emission-time of j is T;, with the density

fr(t) = g;exp(—q;t), t>0.

At time t = T, + T, the process jumps to the signal k (k # j), with probability
4;/q;, and so on.

Let {Z,, Z,, ...} be the successive states the system passes through (Z, + Z, .,
k=0,1,..).

The bivariate discrete-time process {(Z,, T;), k = 0, 1, ...} is a Markov process
on the cartesian product 4 = S x (0, ). We call it the imbedded process. Its
transition probabilities are

q—i—jexp(—qjt), i*j

0 L i=j

P(Zry =, Tk+1>t|zk=ia T, =u)=

and its initial probabilities are
P(Zy =i, Ty, > 1) = p(0)exp(—git), t>0.

The information contained in the sample {X,, 0 < t < T} is essentially the same
as in the sample {(Z,, Ty), .., (Znp- 1> Ty -1)}. Where Ny is the random number of
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jumps which occur till the time T. The complete sample contains slightly more
information than the sample from the imbedded process, the additional information
being the length of the time interval from the last jump to the end of observation
and the state occupied by the process during this period.

More precisely, the sample {X,(w), 0 <t < T} is equivalent, with probability
one, to the sample {(Zo(w), To(W)), ---» (Zwzowy-1(")s Tz ~1(W))s Znron(W)}-

Let A be the Lebesgue measure on R and ¢ the counting measure on S. We consider

A, =[1[S x (0, )] x S and let g, be the o-finite measure on A, defined by
j=1

on=]][c®A]®c.
i1

Let B = U A, and for each set M < B for which M n A, is o,-measurable define
n=0
o*(M) =Y o,(Mn 4,).
n=0

d* is defined on the o-field #* which is the smallest o-field containing all sets
M < B whose projection on R, is a Borel set for each n.

Let u* be the probability distribution of the imbedded process, which is absolutely
continuous with respect to o*. Then the density corresponding to the sample {X (w),
0 <t < T} with No(w) = n is

[P(Xo = zo) exp (—q5,T), if v =(z)

n—1
P(Xo = o) [1 42,0, %P [—(4:, — 42,) tj— 4:,T] s
j=0
fr(”) = n-1

it v="(zost0)s o> (Zu=1> ta=1)s 2,) With t; =0, t,<T
Jj=0

[0 , otherwise .

Let n(i, j) be the total number of transitions from state i to state j during [0, T]
and ry(i) the total length of the time interval during which state i is occupied (the
signal i is broadcasted). Then

fT(U) = k' f]l [qij]"-r(i’j) ilj 24% (“Ii "T(i)) .

L=
i*j

3. INFORMATIONAL PROPERTIES

Boltzmann’s entropy for the observation interval [0, T] is
Hy = — [ f{(v) In fz(v) do*(v) .

431



Hy= —Ink —i,jilE(nT(i,j)) Ing;; + i;’lE(rT(i)) g,

i*j
Hr=—Ink — Zl(jg P(X,=i)dt)gq;;Inq;; + zl(jg P(X, = i)dt)gq;.
iL,j= i=
i*j

We define the entropy of a Markov pure-jump process as

H =lim * H,.

T-x
Property 1. For an ergodic Markov pure-jump process the entropy H is finite,
1 ¢ ;
=- Z Q“qij(l —In ‘L'j) ’
Qi,j=1
where Q' is the (i, i) cofactor of Q and g is the product of the non-zero eigenvalues
of Q.
Proof. For an ergodic process we have
s P(X, = i)dt = ! QT+ o(T) as T— .
Q
Then

H = lim l(-— Ink—=3% —I‘Q“Tq;‘jln qi; + 2 1Q”Tqi),
i=10

T-w i,ij:jlg

1 & .
== ) 0%l —Ingy).
Q i,j=1

The cross-entropy (Kullback-Leible; information) for the observation interval

[0, T] is
1(Q; R) = E, <ln § T'Q('?) :

T.&(0)

where fr o(v) (fr,z(v)) is the density under the infinitesimal generator Q(R) and E,
denotes the expectation under Q.
The cross-entropy 1(Q; R) = limI(Q; R)/T measures “the distance” between
T

the probability distribution of the process under Q and the distribution under R.

Property 2. For ergodic Markov pure-jump processes, the cross-entropy I(Q; R)
is finite,

1(0. R) =i[ > Qg 94 3 00~ r)]

Q0 vJ 1 ’ rij
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The property follows by direct calculation.

Now, let us introduce the Markov pure-jump information source, with the in-
finitesimal generator Q.

A =S x (0, c0) will be the alphabet of the source. Let & = P(S) ® # be the

o-field on 4 and ¢ ® A the probability on /. ®
We consider the product measurable space (Y,%) = ® (4,, «,), with 4, = 4,
oA, = o for every n. Let {7":Y—> Y, n =0, +1,...} be the group of shift trans-
formations on Y. stt—1 sti—1
Let us consider &, = @ &, 0,,= ® (c® 1) and let ¢ be the product
Jj=s Jj=s

probability such that if restricted to %, , it coincides with o,, We notice that o
is of the product (independent) type and is time stationary.

Now, let u be a probability measure on (Y, %) and g, , its restriction to % ,, such
that u, . is absolutely continuous with respect to o, ,. We denote by fs.4(v) the cor-
responding density and set

fO,n(v) = fO,n((ZO’ tO)’ (R (Zn—l’ tu— l)) =
n—2

= 7!,0[ Hoqnnn exp (_qutj)] q.,_, Xp ('_qzu-ntn—l) >
j=

where {n;, i€ S} is the stationary distribution of the ergodic Markov pure-jump
process under consideration.

The probability space (Y, %, p) is called the ergodic Markov pure-jump informa-
tion source.

Property 3. The information source (Y, %, p) has the generalized equipartition

property, that is
lim (— l lnfo,,,) =H
n—oo n )

in the sense of the convergence in the mean with respect to the measure p.

Proof. Hy , = E((,c'")(—fo,,I Inf,,) < oo, where Eg, ,, denotes the expectation
under oy .

Since Perez’s condition for the validity of the Statement (u, ¢) ([8]) is satisfied,
the property follows as a consequence of Perez’s result.

This convergence in the mean implies, in particular, the convergence in p-probabili-
ty of —1/nln f, , to the entropy H of the considered ergodic process.
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Souhrn

NEKTERE INFORMACN{ VLASTNOSTI MARKOVOVSKYCH
CISTE SKOKOVYCH PROCESU

MonNicA BAD DUMITRESCU

Je konstruovdna Boltzmannova entropie pro vnofeny proces a je dokdzdno, Ze ergodicky
markovovsky &isté skokovy informa¢ni zdroj méd zobecnénou equiparti¢ni vlastnost.

Pe3ome

HEKOTOPBLIE UH®OPMAIMIOHHEIE CBOVICTBA YMCTO CKAYKOOBPA3HBIX
ITPOIECCOB MAPKOBA

MonicA BAD DUMITRESCU

Crpourtcs sHTponusa BoluMana I IOrpyXEHHOTO Ipouecca M JIOKa3hLIBA€TCs, YTO IProaM-
YeCKMiX MapKOBCKHI{ YHCTO CKayKooOpa3Hbil- HHGOPMaUMOHHEIM HCTOYHHMK 06nazaeT 0606mEHHBIM
CBOMCTBOM PaBHOMEPHOTO pacnpenelieHus. :
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