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#### Abstract

The accuracy of geodetic triangulation network is characterized by the Ferrero estimator of the standard deviation in measurements of angles or directions and by misclosure histograms. Statistical properties both of these characteristics are investigated.
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## Introduction

The time of large triangulation networks in geodesy is over. However the coordinates of network points have been utilized. The characteristics of accuracy of triangulation measurements are topical.

Statistical methods developed and applied in geodesy in the time after Ferrero formula enable us to make a look back on some statistical properties of this formula and on a statistical behaviour of the triangle misclosure histogram, which together with the Ferrero formula had been used for an analysis of the accuracy of triangulation networks.

[^0]
## 1 Formulation of problems and auxiliary lemmas

Let in $R^{2}$ (two-dimesional Euclidean space) an $n$-tuple of triangles be considered. These triangles mus $\stackrel{\imath}{c}$ not be crossed by any side of another triangle; only common sides are admissible. In each triangle all three angles are measured with an accuracy characterized by a standard deviation $\sigma$ in a single direction. Thus $3 n$ angles are measured. Let $\eta_{i, 1}, \eta_{i, 2}, \eta_{i, 3}$ be random variables the realizations of which give the result of measurement of angles in the $i$ th triangle. Then $U_{i}=\eta_{i, 1}+\eta_{i, 2}+\eta_{i, 3}-\pi$ is the misclosure of the $i$ th triangle.

A preliminary analysis (i.e. an analysis performed before the optimum processing the measured data within a geodetical network) of a set of triangle misclosures consists usually of
a) calculating the Ferrero formula and
b) constructing a "histogram" of misclosures of triangles included into the trigonometric network.

Definition 1.1 The Ferrero estimator (cf. also [2], p. 43 and [9], p. 163) of a standard deviation $\sigma$ in a measurement of a direction, characterizing the whole described triangulation network, is

$$
\tilde{\sigma}=\sqrt{\frac{\sum_{i=1}^{n} U_{i}^{2}}{6 n}}
$$

This formula has been used also in cases when the accuracy of measurements of directions is not the same in different triangles.

The statistical behaviour of the vector $U=\left(U_{1}, \ldots, U_{n}\right)^{\prime}$ ( ${ }^{\prime}$ denotes the transposition) depends on the method applied for the measurement of angles. Therefore the statistical properties of $\tilde{\sigma}$ from Definition 1.1 depends on it as well.

In the following two methods are considered, i.e., the method of measurement in sets and the Schreiber method (measurement of angles in all combinations, cf. also [4]) and also the vertex method is mentioned. The aim, in the case of normally distributed errors, is

1. to recognize, whether different methods of measurement make the statistical properties of the Ferrero estimator significantly different and
2. to investigate the behaviour of the Pearson statistic used for goodness-offit test in the case of the misclosures histogram.

For solving the first problem the following lemmas are useful.
Lemma 1.2 Let $Y \sim N_{n}(\mu, \Sigma)$ and $A$ be a symmetric $n \times n$ matrix. Then $Y^{\prime} A Y+2 b^{\prime} Y+c$ has a $\chi_{r}^{2}(\delta)$-distribution (r are degrees of freedom and $\delta$ is the parameter of non-centrality) if and only if
(i) $\Sigma A \Sigma A \Sigma=\Sigma A \Sigma$,
(ii) $\mathcal{M}[\Sigma(A \mu+b)] \in \mathcal{M}(\Sigma A \Sigma)$, and
(iii) $(A \mu+b)^{\prime} \Sigma(A \mu+b)=\mu^{\prime} A \mu+2 b^{\prime} \mu+c$.

In this case $r=\operatorname{Tr}(A \Sigma)$ and $\delta=(b+A \mu)^{\prime} \Sigma A \Sigma(b+A \mu)$.
Proof Cf. [8] p. 171.
Remark 1.3 If the random variable $Y^{\prime} A Y+2 b^{\prime} Y+c$ satisfies the conditions from Lemma 1.2 , then the parameter of non-centrality $\delta$ can be written as $\delta=[E(Y)]^{\prime} A E(Y)+2 b^{\prime} E(Y)+c$.

Lemma 1.4 Let $Y \sim N_{n}(0, \Sigma)$ and $B$ be a symmetric $n \times n$ matrix. Then

$$
\operatorname{Var}\left(Y^{\prime} B Y \mid \Sigma\right)=2 \operatorname{Tr}(B \Sigma B \Sigma)
$$

Proof Cf. [3], p. 327 (the notation $\mid \Sigma$ means that the variation is determined for the actual value $\operatorname{Var}(Y)=\Sigma$ of the observation vector).

Lemma 1.5 Let $A$ be an $n \times n$ symmetric matrix and let $Y$ be an $n$-dimensional random vector such that $E(Y)=\mu$ and $\operatorname{Var}(Y)=\Sigma$ (the normal distribution of it is not assumed). Then

$$
E\left(Y^{\prime} A Y \mid \mu, \Sigma\right)=\mu^{\prime} A \mu+\operatorname{Tr}(A \Sigma)
$$

Proof Proof is obvious (the notation $\mid \mu, \Sigma$ means that the mean value is determined at the point $\mu, \Sigma$, where $\mu$ and $\Sigma$ are the actual values of the mean value and the variance matrix of the observation vector, respectively).

Lemma 1.6 Let $Y \sim N_{n}\left(0, \sigma^{2} V\right)$, where $V$ is positively definite. The uniformly best unbiased estimator of $\sigma^{2}$ is

$$
\hat{\sigma}^{2}(Y)=Y^{\prime} V^{-1} Y / n
$$

Proof It is based on Theorem 3.1. and Example 3.4 in [5].
Lemma 1.7 Let $\eta_{i} \sim N_{1}\left(\mu, \sigma^{2}\right), i=1, \ldots, n$, be identically and independently distributed random variables. The points $t_{1}, \ldots, t_{k-1}$ such that $-\infty<t_{1}<t_{2}<$ $\ldots<t_{k-1}<\infty$, divide the interval $(-\infty, \infty)$ into $k$ disjunctive intervals $T_{1}=$ $\left(-\infty, t_{1}\right), T_{i}=\left[t_{i-1}, t_{i}\right), i=2, \ldots, k-1$, and $T_{k}=\left[t_{k-1}, \infty\right)$. If $n_{i}$ is the number of realizations of the $n$-tuple $\eta_{1}, \ldots, \eta_{n}$ into the interval $T_{i}\left(n_{1}+\ldots+n_{k}=n\right)$ and

$$
p_{i}=\int_{T_{i}} n\left(x, \mu, \sigma^{2}\right) d x, \quad i=1, \ldots, k
$$

then the random variable

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{\left(n_{i}-n p_{i}\right)^{2}}{n p_{i}} \tag{1}
\end{equation*}
$$

possesses assymptotically a central chi-square probability distribution with $k-1$ degrees of freedom.

Proof It is a special case of the statement given, e.g., in [7], p. 330.

## 2 Basic statistical properties of the Ferraro estimator

In the first step the estimator

$$
\begin{equation*}
\tilde{\sigma}^{2}=\frac{\sum_{i=1}^{n} U_{i}^{2}}{6 n} \tag{2}
\end{equation*}
$$

is considered. The statistical properties of (2) are studied within a regular hexagonal network, starting with its simplest form and ending with its infinite form, i.e., in a sequence of growing hexagonals, the first, central ( $p=1$ ), of them being composed of 6 triangles rounding the central point $P_{0}$, the second ( $p=2$ ) being formed by the further 18 triangles rounding the central ( $p=1$ ) hexagon, etc. (Fig. 1)

Definition 2.1 The measurement of angles in sets in the framework of hexagonals described is called Scheme 1.


Fig. 1

Lemma 2.2 In Scheme 1
(i) the number of vertices is $1+3 p(p+1), p=1,2, \ldots$;
(ii) the number of triangles is $6 p^{2}, p=1,2, \ldots$;
(iii) the number of directions is $6[4+(p-1)(3 p+4)], p=1,2, \ldots$.

Proof is obvious.
Example 2.3 Let us consider the case $p=1$. In this case 24 directions at 7 vertices are to be measured. For the sake of simplicity 1 set in both positions of the telescope is considered (it is the basic unit of replications in several sets). Thus the observation vector ${ }_{i} Y$ modelling the measurements in the $i$ th, $i=1,2$, position of the telescope is of the form

$$
{ }_{i} Y_{(24)}=\left({ }_{i} Y_{0(6)}^{\prime},{ }_{i} Y_{1(3)}^{\prime},{ }_{i} Y_{2(3)}^{\prime},{ }_{i} Y_{3(3)}^{\prime},{ }_{i} Y_{4(3)}^{\prime},{ }_{i} Y_{5(3)}^{\prime},{ }_{i} Y_{6(3)}^{\prime}\right)^{\prime},
$$

where

$$
\begin{gathered}
\left.{ }_{i} Y_{0(6)}^{\prime}={ }_{i} Y_{0,1},{ }_{i} Y_{0,2}, \ldots,{ }_{i} Y_{0,6}\right)^{\prime},{ }_{i} Y_{j(3)}^{\prime}=\left({ }_{i} Y_{j, j+1},{ }_{i} Y_{j, 0},{ }_{i} Y_{j, j-1}\right)^{\prime}, \\
i=1,2, j=2, \ldots, 5 \\
{ }_{i} Y_{1(3)}=\left({ }_{i} Y_{1,2, i} Y_{1,0, i} Y_{1,6}\right)^{\prime}
\end{gathered}
$$

and

$$
{ }_{i} Y_{6(3)}=\left({ }_{i} Y_{6,1, i} Y_{6,0, i} Y_{6,5}\right)^{\prime}
$$

(the first index shows the number of the station, the second the number of the target, the numbers in parenthesis denote the dimension of the vector, if necessary). The result of the described direction measurements is a 48 -dimensional vector, a realization of a random vector $\left({ }_{1} Y^{\prime},{ }_{2} Y^{\prime}\right)^{\prime}$ characterized by the covariance matrix

$$
\operatorname{Var}\left[\left({ }_{1} Y_{, 2}^{\prime} Y^{\prime}\right)^{\prime} \mid \sigma^{2}\right]=2 \sigma^{2} I_{(48,48)}
$$

The input for data processing is a 24 -dimensional random vector

$$
Y=\left({ }_{1} Y+{ }_{2} Y\right) / 2
$$

characterized by a covariance matrix

$$
\operatorname{Var}\left(Y \mid \sigma^{2}\right)=\sigma^{2} I_{(24,24)}
$$

6 -dimensional vector of triangle misclosures within the central hexagon and its covariance matrix are

$$
U=T Y-\pi \mathbf{1}, \operatorname{Var}(U)=\sigma^{2} V
$$

where

$$
T_{(6,24)}=\left(\begin{array}{rrrrrrrrrrrr}
-1 & 1 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & -1 & 1 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & -1 & 0 & -1 & 1 & 0 & 0 & 0
\end{array}\right.
$$

$\left.\begin{array}{rrrrrrrrrrrr}0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & -1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0\end{array}\right)$,
$\mathbf{1}_{(24)}=(1,1,1,1, \ldots, 1)^{\prime}, V=T T^{\prime}$ and $\sigma^{2}$ is the actual value of the unit dispersion (in direction).

The estimator of the unit dispersion according to the Ferrero formula is $\tilde{\sigma}^{2}\left(Y_{(24)}\right)=U^{\prime} U /(6 \times 6)$. This estimator is unbiased because of

$$
E\left[\tilde{\sigma}^{2}\left(Y_{(24)} \mid \sigma^{2}\right)\right]=(1 / 36) E\left[U^{\prime} U \mid \sigma^{2}\right]=(1 / 36) \operatorname{Tr}\left[\operatorname{Var}\left(U \mid \sigma^{2}\right)\right]=\sigma^{2}
$$

Its dispersion under the condition $U \sim N_{6}\left(0, \sigma^{2} V\right)$ is $\operatorname{Var}\left[\tilde{\sigma}^{2}\left(Y_{(24)} \mid \sigma\right]=2 \sigma^{4} \times\right.$ $36^{-2} \operatorname{Tr}\left(V^{2}\right)=(11 / 27) \sigma^{4}$.

The unbiased invariant and uniformly best estimator of the unit dispersion is $\hat{\sigma}^{2}\left(Y_{(24)}\right)=U^{\prime} V^{-1} U / 6$ and its dispersion under the condition $U \sim N_{6}\left(0, \sigma^{2} V\right)$ reads $\operatorname{Var}\left[\hat{\sigma}^{2}(Y) \mid \sigma^{2}\right]=\left(2 \sigma^{4} / 6^{2}\right) \operatorname{Tr}\left(I_{(6,6)}\right)=\sigma^{4} / 3$.

The efficiency of the Ferrero formula is

$$
\frac{\operatorname{Var}\left[\hat{\sigma}^{2}(Y) \mid \sigma^{2}\right]}{\operatorname{Var}\left[\tilde{\sigma}^{2}(Y) \mid \sigma^{2}\right]}=0.818
$$

The Ferrero estimator $\tilde{\sigma} \sqrt{2}=\sqrt{2 \tilde{\sigma}^{2}}$ of the standard deviation $\sqrt{2} \sigma$ in the measurement of an angle is obviously biased; with respect to the Jensen inequality, cf. [7], p. 46,

$$
\sqrt{E\left(\xi^{2}\right)}>E(|\xi|)>0
$$

for any regular random variable $\xi$.
If $\xi^{2}=U^{\prime} U /(6 \times 3)$, then obviously $E(\sqrt{2} \tilde{\sigma} \mid \sigma)<\sqrt{2} \sigma$.
In the case of normality of the random vector $U$ the efficient estimator $\widehat{2 \sigma^{2}}=$ $U^{\prime} V^{-1} U / 3$ is distributed as follows $\widehat{2 \sigma^{2}} \sim 2 \sigma^{2} \chi_{6}^{2} / 6$.

If $Y=\widehat{2 \sigma^{2}}$, then the probability density of $Y$ is

$$
f\left(y \mid \sigma^{2}\right)=\frac{27}{16 \sigma^{6}} y^{2} \exp \left(-\frac{3 y}{2 \sigma^{2}}\right), \quad y>0
$$

and the probability density of $Z=\sqrt{Y}=\hat{\sigma} \sqrt{2}$ is

$$
g(z \mid \sigma)=\frac{27}{8 \sigma^{6}} z^{5} \exp \left(-\frac{3 z^{2}}{2 \sigma^{2}}\right), \quad z>0
$$

Thus

$$
E(\hat{\sigma} \sqrt{2} \mid \sigma)=\int_{0}^{\infty} z g(z \mid \sigma) d z=\sqrt{2} \sigma \frac{15}{16} \sqrt{\frac{\pi}{3}}=0.959 \sqrt{2} \sigma
$$

For the estimator of $\sigma$ it is obviously $E(\hat{\sigma} \mid \sigma)=0.959 \sigma$. For greater degrees of freedom the bias will be even smaller.

Theorem 2.4 The efficiency of the Ferrero estimator of $\sigma^{2}$ for a given $p$ in the Scheme 1 is

$$
\begin{gathered}
\frac{\operatorname{Var}\left(\hat{\sigma}^{2} \mid \sigma^{2}\right)}{\operatorname{Var}\left(\tilde{\sigma}^{2} \mid \sigma^{2}\right)}= \\
=\frac{\operatorname{Var}\left\{\left[U^{\prime} V^{-1} U /\left(6 p^{2}\right)\right] \mid \sigma^{2}\right\}}{\operatorname{Var}\left\{\left[U^{\prime} U /\left(36 p^{2}\right)\right] \mid \sigma^{2}\right\}}=\frac{9 p}{12 p-1}, \quad p=1,2, \ldots
\end{gathered}
$$

Proof Let $p=2$. The input observation vector is of the form

$$
Y_{(84)}=\left(Y_{0(6)}^{\prime}, \ldots, Y_{6(6)}^{\prime}, Y_{7(3)}^{\prime}, Y_{8(4)}^{\prime}, \ldots, Y_{17(3)}^{\prime}, Y_{18(4)}^{\prime}\right)^{\prime}, \operatorname{Var}(Y)=\sigma^{2} I_{(84,84)}
$$

(the observation vectors at stations with serial numbers $0-6$ are 6 -dimensional, at stations with serial numbers $2 k-1$ are 3 -dimensional and at stations with serial numbers $2 k$ are 4 -dimensional, $k=4,5, \ldots, 9$. The 24 -dimensional vector $U$ of triangle misclosures is $U_{(24)}=T_{(24,84)} Y_{(84)}-\pi \mathbf{1}_{(84)}$ and $T T^{\prime}=V$ is of the form

$$
V=\left(\begin{array}{rrrrrrrrrrrr}
6 & -2 & 0 & 0 & 0 & -2 & 0 & -2 & 0 & 0 & 0 & 0 \\
-2 & 6 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 \\
0 & -2 & 6 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 6 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 6 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0 & 0 & 0 & -2 & 6 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 6 & -2 & 0 & 0 & 0 & 0 \\
-2 & 0 & 0 & 0 & 0 & 0 & -2 & 6 & -2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 6 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 6 & -2 & 0 \\
0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 6 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 6 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 \\
0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0
\end{array}\right.
$$

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| -2 | 6 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | -2 | 6 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | -2 | 6 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | -2 | 6 | -2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | -2 | 6 | -2 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | -2 | 6 | -2 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | -2 | 6 | -2 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 6 | -2 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 6 | -2 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 6 | -2 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | 6 |.

This matrix can be writen directly using Scheme 1 by the help of the rule: each diagonal element equals 6 , elements outside the diagonal are zeros with exception of 60 elements being -2 ; they are dislocated symmetrically with respect to the diagonal in those rows of the $i$ th column ( $i=1,2, \ldots, 24$ ), whose serial number is equal to the serial number of triangles in the scheme which has a common side with the $i$ th triangle. Thus $\operatorname{Tr}\left(V^{2}\right)=24 \times 36+60 \times 4=1104$.

This rule may be generalized for an arbitrary number $p$ of layers of triangles. The reader can easily confirm himself that for an arbitrary positive integer $p$ a network consisting of $1+3 p(p+1)$ points contains $6 p^{2}$ triangles (cf. also Lemma 2.2); the observation vector $Y$ in this case is $6[4+(p-1)(3 p+4)]$ dimensional. The matrix $T T^{\prime}$ being of the type $6 p^{2} \times 6 p^{2}$ in addition to $6 p^{2}$ diagonal elements equalling 6 contains further $6 p(3 p-1)$ elements equalling -2 ; $\operatorname{Tr}\left(V^{2}\right)=24 p(12 p-1)$.
Remark 2.5 With growing $p$ the value of the ratio

$$
\operatorname{Var}\left[\hat{\sigma}^{2}(Y) \mid \sigma^{2}\right] / \operatorname{Var}\left[\tilde{\sigma}^{2}(Y) \mid \sigma^{2}\right]
$$

tends to 0.750 .
Thus the efficiency of the Ferrero formula lies in the interval ( $0.750,0.818]$. For different $p$ see the efficiency in the following table.

$$
\begin{array}{ccccccccc}
p & 1 & 2 & \ldots & 10 & \ldots & 100 & \ldots & \infty \\
\text { efficiency } & 0.818 & 0.783 & \ldots & 0.756 & \ldots & 0.751 & \ldots & 0.750
\end{array}
$$

Definition 2.6 The Schreiber scheme is called a procedure of measurements of angles in the hexagonal network which requires the measurement of angles in all combinations (cf. [4], p. 299 and 333).

Theorem 2.7 In the Schreiber scheme the Ferrero formula for a dispersion $\sigma^{2}$ is not unbiased.

Proof It is sufficient to find such $p$ that $E\left(\tilde{\sigma}^{2} \mid \sigma^{2}\right)-\sigma^{2} \neq 0$.
Let $p=1$. The observation vector $Y$ for determining the set of 6 misclosures within the central hexagon when the Schreiber method of measurement is used is of the form

$$
Y_{(66)}=\left(Y_{0(30)}^{\prime}, Y_{1(6)}^{\prime}, Y_{2(6)}^{\prime}, Y_{3(6)}^{\prime}, Y_{4(6)}^{\prime}, Y_{5(6)}^{\prime}, Y_{6(6)}^{\prime}\right)^{\prime}, \operatorname{Var}\left(Y_{(66)}\right)=\sigma^{2} I_{(66,66)}
$$

The input for processing is formed by a 33 -dimensional random vector

$$
\begin{gathered}
\Delta Y_{(33)}=T_{(33,66)} Y_{(66)}=\left(\begin{array}{c}
T_{0(15,30)} Y_{0(30)} \\
T_{1(3,6)} Y_{1(6)} \\
T_{2(3,6)} Y_{2(6)} \\
T_{3(3,6)} Y_{3(6)} \\
T_{4(3,6)} Y_{4(6)} \\
T_{5(3,6)} Y_{5(6)} \\
T_{6(3,6)} Y_{6(6)}
\end{array}\right), \\
\operatorname{var}(\Delta Y)=\operatorname{Tvar}(Y) T^{\prime}=2 \sigma^{2} I_{(33,33)},
\end{gathered}
$$

where

$$
T_{i(3,6)}=\left(\begin{array}{rrrrrr}
-1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1
\end{array}\right), i=1,2, \ldots, 6
$$

the form of the matrix $T_{0(15,30)}$ is analogous.
The unbiased and efficient estimator of the 18 -dimensional vector of angles forming 6 misclosures within the central hexagon is

$$
\binom{\hat{\Theta}_{1}(\Delta Y)}{\hat{\Theta}_{2}(\Delta Y)}=\binom{\left(A^{\prime} A\right)^{-1} A^{\prime}}{0} \Delta Y-\binom{\left(A^{\prime} A\right)^{-1} B^{\prime} Q_{11}}{Q_{21}}\left[b+B\left(A^{\prime} A\right)^{-1} \Delta Y\right]
$$

and its variance reads

$$
\begin{gathered}
\operatorname{Var}\binom{\hat{\Theta}_{1}(\Delta Y)}{\hat{\Theta}_{2}(\Delta Y)}= \\
=2 \sigma^{2}\left(\begin{array}{cc}
\left(A^{\prime} A\right)^{-1}-\left(A^{\prime} A\right)^{-1} B^{\prime} Q_{11} B\left(A^{\prime} A\right)^{-1}, & -\left(A^{\prime} A\right)^{-1} B^{\prime} Q_{12} \\
-Q_{21} B\left(A^{\prime} A\right)^{-1}, & -Q_{22}
\end{array}\right)
\end{gathered}
$$

(cf. [6], p. 144). Here

$$
\Theta_{1(17)}=\left(\omega_{0(5)}^{\prime}, \omega_{1(2)}^{\prime}, \omega_{2(2)}^{\prime}, \ldots, \omega_{6(2)}^{\prime}\right)^{\prime}, \omega_{0(5)}=\left(\omega_{201}, \omega_{302}, \omega_{403}, \omega_{504}, \omega_{605}\right)^{\prime}
$$

$\omega_{i(2)}, i=1,2, \ldots, 6$, are angles whose vertex lies at stations with the serial number $i, \Theta_{2(1)}=\omega_{106}$, the matrix $A_{(33,17)}$ consists of diagonal block matrices

$$
\begin{aligned}
& A_{(33,17)}=\left(\begin{array}{ccccccc}
A_{0(15,5)} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & A_{1(3,2)} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{1(3,2)} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & A_{1(3,2)} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & A_{1(3,2)} 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & A_{1(3,2)} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & A_{1(3,2)}
\end{array}\right), \\
& A_{0}^{\prime}=\left(\begin{array}{lllllllllllllll}
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1
\end{array}\right) \text {, } \\
& A_{1}^{\prime}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right),
\end{aligned}
$$

$B=\left(\mathbf{1}_{(5)}^{\prime}, \mathbf{O}_{(12)}^{\prime}\right), C=1, b=-2 \pi$ (the condition for determining the angle $\omega_{106}$ has the form $-2 \pi+\mathbf{1}^{\prime} \omega_{0}+\omega_{106}=0$ ) and

$$
\left(\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right)=\left(\begin{array}{cc}
B\left(A^{\prime} A\right)^{-1} B^{\prime} & C \\
C^{\prime} & 0
\end{array}\right)^{-1}
$$

After realizing that $Q_{11}=0, Q_{12}=Q_{21}=1, Q_{22}=-0.3333$,

$$
\begin{aligned}
\left(A_{0}^{\prime} A_{0}\right)^{-1}= & \left(\begin{array}{rrrrr}
0.3333 & -0.1667 & 0 & 0 & 0 \\
-0.1667 & 0.3333 & -0.1667 & 0 & 0 \\
0 & -0.1667 & 0.3333 & -0.1667 & 0 \\
0 & 0 & -0.1667 & 0.3333 & -0.1667 \\
0 & 0 & 0 & -0.1667 & 0.3333
\end{array}\right), \\
& \left(A_{1}^{\prime} A_{1}\right)^{-1}=\left(\begin{array}{rr}
0.6667 & -0.3333 \\
-0.3333 & 0.6667
\end{array}\right)
\end{aligned}
$$

and

$$
\left(A^{\prime} A\right)^{-1} B^{\prime} Q_{12}=\left(0.1667,0,0,0,0.1667, \mathbf{0}_{(12)}^{\prime}\right)^{\prime}
$$

we can immediately write the matrix $\operatorname{Var}\left[\left(\hat{\Theta}_{1}^{\prime}(\Delta Y), \hat{\Theta}_{2}(\Delta Y)\right)^{\prime}\right]$ in its numerical form. Further

$$
\left(U_{1}, U_{2}, U_{3}, U_{4}, U_{5}, U_{6}\right)^{\prime}=K\binom{\hat{\Theta}_{1}(\Delta Y)}{\hat{\Theta}_{2}(\Delta Y)}-\mathbf{1}_{\pi}
$$

where

$$
K=\left(\begin{array}{llllllllllllllllll}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

and

$$
\begin{gathered}
\operatorname{Var}\left(U_{(6)}\right)= \\
2 \sigma^{2}\left(\begin{array}{rrrrrr}
1.6667 & -0.5000 & 0 & 0 & 0 & -0.5000 \\
-0.5000 & 1.6667 & -0.5000 & 0 & 0 & 0 \\
0 & -0.5000 & 1.6667 & -0.5000 & 0 & 0 \\
0 & 0 & -0.5000 & 1.6667 & -0.5000 & 0 \\
0 & 0 & 0 & -0.5000 & 1.6667 & -0.5000 \\
-0.5000 & 0 & 0 & 0 & -0.5000 & 1.6667
\end{array}\right)= \\
=2 \sigma^{2} V .
\end{gathered}
$$

In accordance with the Ferrero formula the estimator of the unit dispersion in a direction is $\tilde{\sigma}^{2}\left(Y_{(66)}\right)=U^{\prime} U /(6 \times 6)$ and its dispersion is

$$
\operatorname{Var}\left(\tilde{\sigma}^{2}\left(Y_{(66)}\right) \mid \sigma^{2}\right)=\frac{2}{(6 \times 6)^{2}} \operatorname{Tr}\left[\operatorname{Var}^{2}(U) \mid \sigma^{2}\right]=0.1214 \sigma^{4} .
$$

This estimator is biased, because of

$$
E\left[\tilde{\sigma}^{2}\left(Y_{(66)}\right) \mid \sigma^{2}\right]=0.556 \sigma^{2}
$$

Remark 2.8 The mean square error of the biased estimator $\tilde{\sigma}^{2}\left(Y_{(66)}\right)$ from the last relationship is

$$
E\left[\left(\tilde{\sigma}^{2}\left(Y_{(66)}\right)-\sigma^{2}\right)^{2} \mid \sigma^{2}\right]=0.431 \sigma^{4}
$$

The unbiased and uniformly best estimator of $\sigma^{2}$ in the same case is

$$
\hat{\sigma}^{2}\left(Y_{(66)}\right)=\frac{U^{\prime} V^{-1} U}{2 \times 6}, \quad \operatorname{Var}\left[\hat{\sigma}^{2}\left(Y_{(6 r,}\right) \mid \sigma^{2}\right]=\frac{1}{3} \sigma^{4} .
$$

Thus

$$
0.431 \sigma^{4}=E\left[\left(\tilde{\sigma}^{2}\left(Y_{(66)}\right)-\sigma^{2}\right)^{2} \mid \sigma^{2}\right] \approx \operatorname{Var}\left[\hat{\sigma}^{2}\left(Y_{(66)}\right) \mid \sigma^{2}\right]=\frac{1}{3} \sigma^{4}
$$

This seems to be not a very bad property of the Ferrero estimator in the case of the Schreiber scheme, if only accuracy of one network is characterized.

If more networks are compared with respect to their accuracy by the Ferrero formula, then its bias in the case of the Schreiber scheme can cause problems in an interpretation of the comparison.

Remark 2.9 The vertex method means the measuring each single angle separately. It means that the covariance matrix of the vector $U$ is of the form $6 \sigma^{2} I$. Thus the Ferrero formula for $\sigma^{2}$ is efficient; when $\sigma$ is estimated, then a bias, as shown in Example 2.3, must be expected.

## 3 Some statistical properties of the misclosures histogram

The other method of analysing a network accuracy is based on the misclosure histogram. This is approximated by the Gaussian curve $n\left(., \mu, \sigma^{2}\right), x \in R^{1}$, with properly chosen $\mu$ and $\sigma^{2}$; the value $\mu$ is considered as a measure of some systematic influences (e.g., the horizontal refraction) and $\sigma^{2}$ characterizes the accuracy of the network similarly as (2).

The coincidence of the Gaussian curve and the histogram is checked either by the values of random variables $\Gamma_{1}$ and $\Gamma_{2}$, defined in the following, or by the Pearson statistic (Lemma 1.7).

In the previous section it was shown that in the case of the $n$-tuple of misclosures $U_{1}, \ldots, U_{n}$ the covariance matrix is not in each case equal to $6 \sigma^{2} I$ (i.e., the misclosures are not stochastically independent) and thus the assumptions of Lemma 1.7 cannot be satisfied.

What can be said on a statistical behaviour of $\Gamma_{1}$ and $\Gamma_{2}$ and of the Pearson statistic (1) in the case of a set of the triangle misclosures?

At first the random variables $\Gamma_{1}$ and $\Gamma_{2}$ will be investigated.
Let $Y$ be an $n$-dimensional random vector with the mean value equal to zero vector. Then

$$
\Gamma_{1}=\frac{\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3}}{\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)^{3 / 2}} \quad \text { and } \quad \Gamma_{2}=\frac{\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4}}{\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)^{2}}-3
$$

Let $\xi$ be an $n$-dimensional random vector, i.e. $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)^{\prime}$ and let $\xi_{1}, \ldots, \xi_{n}$ be stochastically independent and let they have the same distribution function, i.e. $\xi$ is a random sample of the size $n$. If the meari value of the random vector $\xi$ is equal to zero vector, then random variables $\Gamma_{1}$ and $\Gamma_{2}$, belonging to $\xi$, are estimators of skewness and kurtosis of the random variable $\xi_{i}, i=1, \ldots, n$.

In practice the $n$-dimesional vector of misclosures was considered to be a random sample of some random variable with the mean value equal to zero and with the normal distribution. If the number $n$ is sufficiently large then realizations of $\Gamma_{1}$ and $\Gamma_{2}$ should vary around zero. In fact the random vector of misclosures does not satisfy our assumption, i.e. it is not a vector of random sample. Thus the statistical properties of the random variable $\Gamma_{1}$ and $\Gamma_{2}$ in the case of misclosures must be investigated.

Lemma 3.1 Let $Y \sim N_{n}(0, \Sigma)$. Then
(i)

$$
E\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i} \right\rvert\, 0, \Sigma\right)=0, \operatorname{Var}\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i} \right\rvert\, 0, \Sigma\right)=\frac{1}{n^{2}} \mathbf{1}^{\prime} \Sigma \mathbf{1}
$$

$$
\begin{equation*}
E\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2} \right\rvert\, 0, \Sigma\right)=\frac{1}{n} \sum_{i=1}^{n} \sigma_{i i}, \tag{ii}
\end{equation*}
$$

$$
\operatorname{Var}\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2} \right\rvert\, 0, \Sigma\right)=\frac{1}{n^{2}}\left(2 \sum_{i=1}^{n} \sigma_{i i}^{2}+4 \sum_{i<j} \sigma_{i j}^{2}\right)
$$

(iii)

$$
\begin{gathered}
E\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3} \right\rvert\, 0, \Sigma\right)=0 \\
\operatorname{Var}\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3} \right\rvert\, 0, \Sigma\right)=\frac{1}{n^{2}}\left[15 \sum_{i=1}^{n} \sigma_{i i}^{3}+6 \sum_{i<j}\left(2 \sigma_{i j}^{3}+3 \sigma_{i i} \sigma_{i j} \sigma_{j j}\right)\right]
\end{gathered}
$$

(iv)

$$
\begin{gathered}
E\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4} \right\rvert\, 0, \Sigma\right)=\frac{3}{n} \sum_{i=1}^{n} \sigma_{i i}^{2} \\
\operatorname{Var}\left(\left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4} \right\rvert\, 0, \Sigma\right)=\frac{1}{n^{2}}\left[96 \sum_{i=1}^{n} \sigma_{i i}^{4}+48 \sum_{i<j}\left(\sigma_{i j}^{4}+3 \sigma_{i i} \sigma_{i j}^{2} \sigma_{j j}\right)\right],
\end{gathered}
$$

(v)

$$
\operatorname{cov}\left(Y_{i}^{3}, Y_{j}^{2} \mid 0, \Sigma\right)=0, \quad i \neq j, \quad i, j=1, \ldots, n
$$

(vi)

$$
E\left(Y_{i}^{4} Y_{j}^{2} \mid 0, \Sigma\right)=3 \sigma_{i i}^{2} \sigma_{j j}+12 \sigma_{i i} \sigma_{i j}^{2}
$$

Proof The characteristic function of the vector $Y \sim N_{n}(0, \Sigma)$ is

$$
\phi_{Y}(t)=\exp \left(-\frac{1}{2} t^{\prime} \Sigma t\right), \quad t \in R^{n}
$$

With respect to [1], p. 110

$$
E\left(Y_{i}^{k} Y_{j}^{l}\right)=\left.\frac{1}{(\sqrt{-1})^{k+l}} \frac{\partial^{k+l} \phi_{Y}(t)}{\partial t_{i}^{k} \partial t_{j}^{l}}\right|_{t=0}
$$

further it is valid

$$
\operatorname{cov}\left(Y_{i}^{k}, Y_{j}^{l} \mid 0, \Sigma\right)=E\left(Y_{i}^{k}, Y_{j}^{l} \mid 0, \Sigma\right)-E\left(Y_{i}^{k} \mid 0, \Sigma\right) E\left(Y_{j}^{l} \mid 0, \Sigma\right)
$$

The last two relationships are used for $k, l=1,2,3,4$.
Corollary 3.2 Let $Y$ be the vector from Lemma 3.1. Then

$$
\begin{gathered}
\operatorname{cov}\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3}, \left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2} \right\rvert\, 0, \Sigma\right)=0 \\
\operatorname{cov}\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4}, \left.\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2} \right\rvert\, 0, \Sigma\right)=\frac{1}{n^{2}}\left(\sum_{i=1}^{n} 12 \sigma_{i i}^{3}+12 \sum_{i \neq j} \sigma_{i i} \sigma_{i j}^{2}\right)
\end{gathered}
$$

Proof It is a direct consequence of Lemma 3.1.
Theorem 3.3 Let $Y$ be the vector from Lemma 3.1 and let

$$
\Gamma_{1}=\frac{\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3}}{\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)^{3 / 2}} \quad \text { and } \quad \Gamma_{2}=\frac{\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4}}{\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)^{2}}-3
$$

Then
(i)

$$
E\left(\Gamma_{1} \mid 0, \Sigma\right) \approx \frac{E\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3}\right)}{\left[E\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)\right]^{3 / 2}}=0
$$

$\operatorname{Var}\left(\Gamma_{1} \mid 0, \Sigma\right) \approx$

$$
\approx \frac{1}{n} \frac{1}{\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)^{3}}\left\{15\left(\frac{\sum_{i=1}^{n} \sigma_{i i}^{3}}{n}\right)+6 \sum_{i<j}\left[2\left(\frac{\sigma_{i j}^{3}}{n}\right)+3 \frac{\sigma_{i i} \sigma_{i j} \sigma_{j j}}{n}\right]\right\}
$$

and
(ii)

$$
E\left(\Gamma_{2} \mid 0, \Sigma\right) \approx \frac{E\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{4}\right)}{\left[E\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}\right)\right]^{2}}-3=3 \frac{\sum_{i=1}^{n} \sigma_{i i}^{2} / n}{\left(\sum_{i=1}^{n} \sigma_{i i} / n\right)^{2}}-3,
$$

$\operatorname{Var}\left(\Gamma_{2} \mid 0, \Sigma\right) \approx$

$$
\begin{aligned}
\approx & \frac{1}{n} \frac{1}{\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)^{6}}\left\{\left(\frac{1}{n} \sum_{i=1}^{n} \sigma_{i i}\right)^{2}\left[96\left(\frac{\sum_{i=1}^{n} \sigma_{i i}^{4}}{n}\right)+\frac{48}{n} \sum_{i<j}\left(\sigma_{i j}^{4}+3 \sigma_{i i} \sigma_{i j}^{2} \sigma_{j j}\right)\right]\right. \\
& -12\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)\left(\frac{\sum_{i=1}^{n} \sigma_{i i}^{2}}{n}\right)\left(\frac{12}{n} \sum_{i=1}^{n} \sigma_{i i}^{3}+\frac{12}{n} \sum_{i \neq j} \sigma_{i i} \sigma_{i j}^{2}\right)+ \\
& \left.+36\left(\frac{\sum_{i=1}^{n} \sigma_{i i}^{2}}{n}\right)^{2}\left(\frac{2}{n} \sum_{i=1}^{n} \sigma_{i i}^{2}+\frac{4}{n} \sum_{i<j} \sigma_{i j}^{2}\right)\right\} .
\end{aligned}
$$

Proof The statements on $E\left(\Gamma_{1} \mid 0, \Sigma\right)$ and $E\left(\Gamma_{2} \mid 0, \Sigma\right)$ are direct consequences of Lemma 3.1.

Let $U, V$ be random variables. If the relationship

$$
\operatorname{Var}[f(U, V)] \approx A^{2} \operatorname{Var}(U)+2 A B \operatorname{cov}(U, V)+B^{2} \operatorname{Var}(V)
$$

where

$$
A=\left.\frac{\partial f(u, v)}{\partial u}\right|_{(u, v)=(E(U), E(V))}, B=\left.\frac{\partial f(u, v)}{\partial v}\right|_{(u, v)=(E(U), E(V))},
$$

$f(u, v)=v / u^{3 / 2}$, and the substitutions $U=\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{2}, V=\frac{1}{n} \sum_{i=1}^{n} Y_{i}^{3}$, are taken into account, then with respect to Lemma 3.1 and Corollary 3.2 it is easy to obtain the statement on $\operatorname{Var}\left(\Gamma_{1} \mid 0, \Sigma\right)$ in (i). The relationship in (ii) can be obtained analogously.

Corollary 3.4 Let in Theorem 3.3 $\sigma_{i j}=0, i, j=1, \ldots, n, i \neq j$. Then (i)

$$
E\left(\Gamma_{1} \mid 0, \Sigma\right) \approx 0, \quad \operatorname{Var}\left(\Gamma_{1} \mid 0, \Sigma\right) \approx \frac{15}{n} \frac{1}{\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)^{3}} \frac{\sum_{i=1}^{n} \sigma_{i i}^{3}}{n}
$$

(ii)

$$
E\left(\Gamma_{2} \mid 0, \Sigma\right) \approx 3 \frac{\left(\sum_{i=1}^{n} \sigma_{i i}^{2} / n\right)}{\left(\sum_{i=1}^{n} \sigma_{i i} / n\right)^{2}}-3,
$$

$$
\begin{aligned}
& \operatorname{Var}\left(\Gamma_{2} \mid 0, \Sigma\right) \approx \\
& \approx \frac{1}{n} \frac{1}{\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)^{6}}\left[96\left(\frac{\sum_{i=1}^{n} \sigma_{i i}}{n}\right)^{2} \frac{\sum_{i=1}^{n} \sigma_{i i}^{4}}{n}-\right. \\
& \left.\quad-144 \frac{\sum_{i=1}^{n} \sigma_{i i}}{n} \frac{\sum_{i=1}^{n} \sigma_{i i}^{2}}{n} \frac{\sum_{i=1}^{n} \sigma_{i i}^{3}}{n}+72\left(\frac{\sum_{i=1}^{n} \sigma_{i i}^{2}}{n}\right)^{2} \frac{\sum_{i=1}^{n} \sigma_{i i}^{2}}{n}\right] .
\end{aligned}
$$

Corollary 3.5 Let in Theorem 3.3 $\sigma_{11}=\ldots=\sigma_{n n}$ and let $\rho_{i j}=\sigma_{i j} / \sqrt{\sigma_{i i} \sigma_{j j}}$, $i, j=1, \ldots n, i \neq j$. Then
(i)

$$
E\left(\Gamma_{1} \mid 0, \Sigma\right) \approx 0, \quad \operatorname{Var}\left(\Gamma_{1} \mid 0, \Sigma\right) \approx \frac{1}{n}\left[15+\frac{6}{n} \sum_{i<j}\left(2 \rho_{i j}^{3}+3 \rho_{i j}\right)\right]
$$

(ii)

$$
E\left(\Gamma_{2} \mid 0, \Sigma\right) \approx 0, \quad \operatorname{Var}\left(\Gamma_{2} \mid 0, \Sigma\right) \approx \frac{1}{n}\left(24+\frac{48}{n} \sum_{i<j} \rho_{i j}^{4}\right)
$$

Remark 3.6 From Corollary 3.4 and Corollary 3.5 it can be seen that the stochastical dependence characterized by the correlation coefficients $\rho_{i, j}$ does not influence in practice the "skewness" $\left(\Gamma_{1}\right)$ and the "kurtosis" $\left(\Gamma_{2}\right)$ significantly when the number $n$ is sufficiently large (i.e. in the case $\sigma_{11}=\ldots=\sigma_{n n}$ the random variables $\Gamma_{1}$ and $\Gamma_{2}$ behave approximately as estimators of skewness and kurtosis). However the heteroscedasticity of the triangle misclosure vector (i.e. $\sigma_{i i} \neq \sigma_{j j}$ for $i \neq j$ ) can influence both of them in a non-negligible way.

Theorem 3.7 Let $U \sim N_{n}(0, \Sigma)$ be a vector of triangle misclosures. If $U$ is realized $r$-times, $r \rightarrow \infty$, then the histogram of misclosures can be approximated by the density

$$
h(x)=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sqrt{2 \pi} \sigma_{i}} \exp \left(-\frac{1}{2 \sigma_{i}^{2}} x^{2}\right), \quad x \in(-\infty, \infty)
$$

where $\sigma_{i}^{2}=\{\Sigma\}_{i i}$.
Proof The analogy of the empirical distribution function generated by $r$-times repeated realization $\left(u_{i 1}, \ldots, u_{i n}\right)^{\prime}$ of the vector $U$ is

$$
F_{n, r}(a)=\frac{1}{n r} \sum_{i=1}^{n} \sum_{j=1}^{r} I_{i j}(-\infty, a)
$$

where

$$
I_{i j}(-\infty, a)= \begin{cases}1 & \text { if } u_{i j}<a \\ 0 & \text { if } u_{i j} \geq a\end{cases}
$$

With respect to Gliwenko theorem [1], p. 327

$$
\lim _{r \rightarrow \infty} \frac{1}{r} \sum_{j=1}^{r} I_{i j}(-\infty, a)=\int_{-\infty}^{a} \frac{1}{\sqrt{2 \pi} \sigma_{i}} \exp \left(-\frac{1}{2 \sigma_{i}^{2}} x^{2}\right) d x
$$

thus

$$
F_{r, n}(a) \rightarrow \frac{1}{n} \sum_{i=1}^{n} \int_{-\infty}^{a} \frac{1}{\sqrt{2 \pi} \sigma_{i}} \exp \left(-\frac{1}{2 \sigma_{i}^{2}} x^{2}\right) d x, \quad a \in(-\infty, \infty)
$$

Remark 3.8 If (cf. [7], p.86) the series

$$
\begin{equation*}
\sum_{j=1}^{\infty} \frac{\alpha_{j}}{j!} t^{j} \tag{3}
\end{equation*}
$$

is absolutely convergent for some $t>0$, then the sequence of moments $\alpha_{1}, \alpha_{2}, \ldots$ defines a unique distribution function.

Let

$$
\alpha_{j}=E\left(\frac{1}{n} \sum_{k=1}^{n} Y_{k}^{j}\right), \quad j=1,2, \ldots
$$

If there exists such real numbers $a, b, a<b$ that $\sigma_{i i} \in[a, b], i=1, \ldots, n$, then obviously (3) is absolutely convergent. As $\alpha_{j}$ is the $j$-th moment of the function $h($.$) from Theorem 3.7, this can be considered as another reason why the$ misclosure histogram can be approximed by the function $h($.$) .$

In general, the difference between the function $h($.$) and the histogram con-$ structed from the vector $U \sim N_{n}(0, \Sigma)$ can be formidable; e.g., if $\Sigma=\frac{1}{n} 11^{\prime}$, then the histogram consists of a single point and $\operatorname{Var}\left(\Gamma_{1} \mid 0, \Sigma\right)=15, \operatorname{Var}\left(\Gamma_{2} \mid 0, \Sigma\right)=$ 24. However in practice such a great influence of the non-diagonal elements of the matrix $\Sigma$ cannot be expected.

Remark 3.9 In order to show the influence of the discrepancy between the vectors $p=\left(p_{1}, \ldots, p_{k}\right)^{\prime}$ and $p^{*}=\left(p_{1}^{*}, \ldots, p_{k}^{*}\right)^{\prime}$ in the Pearson statistic (1) let us consider the following.

The mean value of the statistic $\sum_{i=1}^{k} \frac{\left(n_{i}-n p_{i}\right)^{2}}{n p_{i}}$ is

$$
E\left[\left.\sum_{i=1}^{k} \frac{\left(n_{i}-n p_{i}\right)^{2}}{n p_{i}} \right\rvert\, p^{*}\right]=\sum_{i=1}^{k} \frac{p_{i}^{*}\left(1-p_{i}^{*}\right)}{p_{i}}+n \sum_{i=1}^{k} \frac{\left(p_{i}^{*}-p_{i}\right)^{2}}{p_{i}} .
$$

If $p^{*} \neq p$, then for sufficiently large $n$ obviously

$$
\sum_{i=1}^{k} \frac{p_{i}^{*}\left(1-p_{i}^{*}\right)}{p_{i}}+n \sum_{i=1}^{k} \frac{\left(p_{i}^{*}-p_{i}\right)^{2}}{p_{i}} \gg k-1
$$

and thus the standardly used statistic varies not arround the number $k-1$ (the mean value of the random variable $\chi_{k-1}^{2}$ ); in such a case the test based on the misclosure histogram has to refuse the hypothesis on the normality of the set of triangle misclosures.

## 4 Conclusion

On the basis of the statements and the simple examples given in Section 2 it can be concluded that even the Ferrero estimator is not, in general, the efficient estimator of $\sigma^{2}$ in a homogeneous triangulation network and sometimes (the Schreiber scheme) gives the biased estimates, its efficiency is not so bad. It gives a realistic information on $\sigma^{2}$ in the form of a preliminary estimator. If $\sigma$ is to be estimated, then some caution is useful because of the bias.

As far as the misclosure histogram is concerned it can be stated, on the basis of Section 3, that it could be a good tool for investigation of the accuracy of the network in the case $\operatorname{Var}(U)=\sigma^{2} W, W_{11}=\ldots=W_{n n}$ only. If the last relationship is not fulfilled, then the use of the skewness $\Gamma_{1}$ and the kurtosis $\Gamma_{2}$ or the Pearson statistic leads to the refusing of the hypothesis on the normality of the vector $U$ for a sufficiently large $n$. This can explain the fact that sometimes, in the past, the triangulation network was considered as affected by systematic effects, however a mixture of several normally distributed sets of misclosures could be actual reason of the refusing of the hypothesis on the normality.
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