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#### Abstract

In this paper an incidence structure on the projective space is defined. The closure spaces induced by that structure are investigated, especially the problems of existence and cardinality of bases in them.
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Definition 1 Let $P$ be a set and $\mathcal{P}$ be a family of its subsets. Then the pair $(P, \mathcal{P})$ is called a closure space if $\mathcal{P}$ is closed under intersection and $P \in \mathcal{P}$. The elements of $\mathcal{P}$ are said to be closed sets.

If $X \subseteq P$, then the intersection $\langle X\rangle$ of all closed sets containing $X$ is called the closure of $X$.

A closed set $A$ is said to be generated by a subset $X \subseteq P$ if $A=\langle X\rangle$.
If $(P, \mathcal{P})$ is a closure space and $X, Y \subseteq P$, then it is obvious that $X \subseteq\langle X\rangle$, $X \subseteq Y \Rightarrow\langle X\rangle \subseteq\langle Y\rangle,\langle\langle X\rangle\rangle=\langle X\rangle$.

Definition 2 Let $(P, \mathcal{P})$ be a closure space. A set $X \subseteq P$ is said to be independent if $x \notin\langle X-\{x\}\rangle$ for all $x \in X$.

Remark 1 All subsets of any independent set are independent. In what follows, we put $X_{a}:=X-\{a\}$ for $a \in X$.

Definition 3 A set $B \subseteq P$ is called a basis of the closure space $(P, \mathcal{P})$ if $B$ is independent and $B$ generates $P$, i.e. $\langle B\rangle=P$.

Definition 4 If a basis of cardinality $\kappa$ exists in $(P, \mathcal{P})$ and no other basis has greater cardinality, then we say that $(P, \mathcal{P})$ has dimension $\kappa-1$.

We will write $\operatorname{dim}(P, \mathcal{P})=\kappa-1$.
Let $G$ and $M$ be sets and $I \subseteq G \times M$. Then the triple ( $G, M, I$ ) is called an incidence structure. If $A \subseteq G, \bar{B} \subseteq M$ are non-empty sets, then we denote

$$
A^{\uparrow}=\{m \in M \mid g \operatorname{Im} \quad \forall g \in A\}, \quad B^{\downarrow}=\{g \in G \mid g \operatorname{Im} \quad \forall m \in B\}
$$

For the empty set we put $\emptyset^{\uparrow}:=M, \emptyset^{\downarrow}:=G$. And moreover, we denote $A^{\uparrow \downarrow}:=$ $\left(A^{\uparrow}\right)^{\downarrow}, B^{\downarrow \uparrow}:=\left(B^{\downarrow}\right)^{\uparrow}, g^{\uparrow}:=\{g\}^{\uparrow}, m^{\downarrow}:=\{m\}^{\downarrow}$ for $A \subseteq G, B \subseteq M$ and $g \in G$, $m \in M$.

Let $\mathcal{J}=(G, M, I)$ be an incidence structure. Then it is easy to show (see [1]) that

$$
\begin{array}{ll}
A \subseteq C \Rightarrow C^{\dagger} \subseteq A^{\uparrow} & \text { for } A, C \subseteq G \\
B \subseteq D \Rightarrow D^{\downarrow} \subseteq B^{\downarrow} & \text { for } B, D \subseteq M \\
A \subseteq A^{\uparrow \downarrow}, B \subseteq B^{\downarrow \uparrow} & \text { for } A \subseteq G, B \subseteq M \\
A^{\uparrow \downarrow \uparrow}=A^{\uparrow}, B^{\downarrow \uparrow \downarrow}=B^{\downarrow} & \text { for } A \subseteq G, B \subseteq M \\
\left(\bigcup_{i \in L} A_{i}\right)^{\dagger}=\bigcap_{i \in L} A_{i}^{\uparrow} & \text { for } A_{i} \subseteq G, \\
\left(\bigcup_{i \in L} B_{i}\right)^{\downarrow}=\bigcap_{i \in L} B_{i}^{\downarrow} & \text { for } B_{i} \subseteq M
\end{array}
$$

Theorem 1 Let $\mathcal{J}=(G, M, I)$ be an incidence structure. If we put

$$
\mathcal{G}_{\mathcal{J}}=\left\{A \subseteq G \mid A=A^{\uparrow \downarrow}\right\}, \quad \mathcal{M}_{\mathcal{J}}=\left\{B \subseteq M \mid B=B^{\downarrow \uparrow}\right\}
$$

then the pairs $\left(G, \mathcal{G}_{\mathcal{J}}\right),\left(M, \mathcal{M}_{\mathcal{J}}\right)$ are closure spaces. (See [2].)
Remark 2 If $A \subseteq G, B \subseteq M$, then $\langle A\rangle=A^{\uparrow \downarrow}$ and $\langle B\rangle=B^{\downarrow \uparrow}$ in $\left(G, \mathcal{G}_{\mathcal{J}}\right)$ and $\left(M, \mathcal{M}_{\mathcal{J}}\right)$, respectively.

Definition 5 Let $V$ be a vector space over a field $K, \operatorname{dim} V=n+1, n \geq 2$. The system consisting of all subspaces of $V$ is called a projective space and will be denoted by $\mathcal{P}^{n}$.

Projective dimension of the subspaces of $\mathcal{P}^{n}$ is defined with a help of dimension of the subspaces in $V$ by the formula

$$
\operatorname{dim}_{\mathcal{P}} U=\operatorname{dim}_{V} U-1
$$

for any subspace $U$ in $V$.
Then the projective space $\mathcal{P}^{n}$ has projective dimension $n$. The subspaces of $\mathcal{P}^{n}$ with projective dimension $0(1,2, n-1)$ are called points (lines, planes, hyperplanes).

The empty set is a subspace of $\mathcal{P}^{n}$ and $\operatorname{dim} \boldsymbol{\mathcal { P }} \emptyset=-1$.
Let us denote $\sum_{i \in L} U_{i}$ the intersection of all subspaces of $\mathcal{P}^{n}$ containing the set $\left\{U_{i} \mid i \in L\right\}$ of subspaces. Obviously, $\sum_{i \in L} U_{i}$ is also a subspace.

In what follows we will consider the notion of dimension of a subspace in the projective sense. However, we put $\operatorname{dim}_{\mathcal{P}} U:=\operatorname{dim} U$, i.e. the index $\mathcal{P}$ will be omitted.

Remark 3 If $U$ and $V$ are subspaces from $\mathcal{P}^{n}$, then

$$
\operatorname{dim} U+\operatorname{dim} V=\operatorname{dim}(U+V)+\operatorname{dim}(U \cap V)
$$

(See [3].)
Remark 4 Let $\mathcal{B}$ be a set of all points of the projective space $\mathcal{P}^{n}$. Then ( $\mathcal{B}, \mathcal{P}^{n}$ ) is a closure space. The closed set generated by $A \subseteq \mathcal{B}$ is a subspace in $\mathcal{P}^{n}$, denoted by $[A]$.

Let us consider independent sets and bases in ( $\mathcal{B}, \mathcal{P}^{n}$ ) according to Definition 3 and 4 . Every basis has cardinality $n+1$ and the closure space has dimension $n$.

In what follows we will not exactly distinguish between the projective space $\mathcal{P}^{n}$ and the closure space ( $\mathcal{B}, \mathcal{P}^{n}$ ). So, we can speak about independent sets in $\mathcal{P}^{n}$, bases in $\mathcal{P}^{n}$ etc.

Remark 5 Let $P$ be a subspace and $U$ be a hyperplane of the projective space $\mathcal{P}^{n}$ such that $P \nsubseteq U$. Then there exists a point of $P$ which is not contained in $U$, so $\operatorname{dim}(U+P)=n$. We obtain $n-1+\operatorname{dim} P=n+\operatorname{dim}(U \cap P)$, from which $\operatorname{dim}(U \cap P)=\operatorname{dim} P-1$ follows.
Theorem 2 Let $U_{1}, \ldots, U_{k}, 1 \leq k \leq n+1$, be hyperplanes in the projective space $\mathcal{P}^{n}$. Then

$$
\operatorname{dim}\left(\bigcap_{i=1}^{k} U_{i}\right) \geq n-k
$$

Proof If $k=1$, then $\operatorname{dim} U_{1}=n-1=n-k$. Let $k=2$. For $U_{1}=U_{2}$ we get $\operatorname{dim} U_{1} \cap U_{2}=n-1>n-2$. If $U_{1} \neq U_{2}$, then $\operatorname{dim} U_{1} \cap U_{2}=n-2=n-k$ by Remark 5.

Let us assume that the presented inequality is valid for a certain $k$ such that $1 \leq k<n+1$. Let $U_{1}, \ldots, U_{k}, U_{k+1}$ be hyperplanes. We put $W=\bigcap_{1 \leq i \leq k} U_{i}$ and $V=\bigcap_{1 \leq j<k+1} U_{j}$, so $V=W \cap U_{k+1}$. If $W \subseteq U_{k+1}$, then $V=W$ and $\operatorname{dim} V=\operatorname{dim} \bar{W} \geq n-k>n-(k+1)$. For $W \nsubseteq U_{k+1}$ we get $\operatorname{dim} V=$ $\operatorname{dim}\left(W \cap U_{k+1}\right)=\operatorname{dim} W-1 \geq n-(k+1)$ by Remark 5.
Theorem 3 Let $U_{1}, \ldots, U_{k}, 1 \leq k \leq n+1$, be hyperplanes in $\mathcal{P}^{n}$ and $n_{k}=$ $\{1, \ldots, k\}$. Then the following conditions are equivalent:

$$
\begin{gather*}
\forall i \in n_{k}: \bigcap_{j \in n_{k}-\{i\}} U_{j} \nsubseteq U_{i}  \tag{1}\\
\operatorname{dim} \bigcap_{j \in n_{k}} U_{j}=n-k \tag{2}
\end{gather*}
$$

Proof We denote $A=\left\{U_{1}, \ldots, U_{k}\right\}$ and $V_{A}=\bigcap_{j \in n_{k}} U_{j}$.
(1) $\Longrightarrow$ (2) Obviously, for $k=1$ we get $\operatorname{dim} U_{1} \stackrel{n_{k}}{=} n-1=n-k$. If $k=2$, then $U_{1} \neq U_{2}$ and $\operatorname{dim} V_{A}=n-2=n-k$.

Let us assume that the condition (1) implies (2) for a certain $k, 1 \leq k<n+1$.
Let the set $B=\left\{U_{1}, \ldots, U_{k}, U_{k+1}\right\}$ has the property (1) and consider $U_{l} \in B$. Then for $W=\bigcap_{j \in n_{k+1}-\{l\}} U_{j}$ we obtain $\operatorname{dim} W=n-k$ by the assumption. From $W \nsubseteq U_{l}$ we get $\operatorname{dim} V_{B}=\operatorname{dim} W \cap U_{l}=\operatorname{dim} W-1=n-(k+1)$ according to Remark 5 .
$(2) \Longrightarrow$ (1) Let us take $U_{l} \in A$ and denote $W=\bigcap_{j \in n_{k}-\{l\}} U_{j}$.
We will assume that $W \subseteq U_{l}$. Hence, because of $V_{A} \xlongequal{=} U_{l} \cap W$, we have $V_{A}=W$ and $\operatorname{dim} W=n-\bar{k}$. However, according to Theorem 2, $\operatorname{dim} W \geq$ $n-(k-1)=n-k+1$. That is a contradiction.

Remark 6 Let $U$ be a subspace of dimension $k_{1}$ in the projective space $\mathcal{P}^{n}$ and $k_{2}$ be a natural number such that $k_{1}+k_{2}<n$. Then there exists a subspace V of dimension $k_{2}$ such that $U \cap V=\emptyset$.

Now we define an incidence structure $\mathcal{J}=\left(G_{k}, M_{r}, I\right)$ on the projective space $\mathcal{P}^{n}$ of dimension $n \geq 3$ in the following way:
$G_{k}$ contains all points of a subspace of dimension $k$ in $\mathcal{P}^{n}, 0 \leq k \leq n$, $M_{r}$ contains all subspaces of dimension $r$ in $\mathcal{P}^{n}, 0 \leq r \leq n-1$ and $I$ is the incidence relation from $\mathcal{P}^{n}$ restricted to the set $G_{k} \times M_{r}$.

Remark 7 Consider a subset $A \subseteq G_{k}$. Then $A^{\dagger}$ is a set of subspaces from $M_{r}$, which contain $A$.

If $m \in M_{r}$, then $m^{\downarrow}$ is a set of points of the subspace $m$ contained in $G_{k}$.
We will denote subspaces $m \in M_{r}$ by usual symbols $U, V$ etc. It means we put $m:=U$, where $m^{\downarrow}=U \cap G_{k}$. So, for $B \subseteq M_{r}$ we get $B^{\downarrow}=\left(\bigcap_{U \in B} U\right) \cap G_{k}$.

First we will consider a closure space $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$, where $\mathcal{G}_{\mathcal{J}}=\left\{A \subseteq G_{k} \mid A=\right.$ $\left.A^{\uparrow \downarrow}\right\}$. For a subset $A \subseteq G_{k}$ we obtain $[A] \subseteq G_{k}$ and $\operatorname{dim}[A] \leq k$.
(a) Assume that $\operatorname{dim}[A] \leq r$. Then $A^{\uparrow \sqrt{~}}$ is the intersection of all subspaces containing $A$ from $M_{r}$. Thus $A^{\uparrow \downarrow}=[A]$ and it follows $\langle A\rangle=[A]$ for the closure $\langle A\rangle$ from $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$.
(b) If $\operatorname{dim}[A]>r$, then $A^{\uparrow}=\emptyset$. This implies $A^{\uparrow \downarrow}=G_{k}$ and $G_{k}=\langle A\rangle \neq[A]$ (for $A \subset G_{k}$ ).

Theorem $4 A$ set $A \subseteq G_{k}$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ if and only if $A$ is independent in $\mathcal{P}^{n}$ and $\operatorname{dim}[A] \leq r+1$.
Proof Let $A$ be independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$. Then $a \notin A_{a}^{\uparrow \downarrow}$ for an arbitrary $a \in A$. Thus $A_{a}^{\uparrow \downarrow} \neq G_{k}$ and $\operatorname{dim}\left[A_{a}\right] \leq r$ according to (b). From (a) we obtain $\left[A_{a}\right]=A_{a}^{\uparrow \downarrow}$ and $a \notin\left[A_{a}\right]$. Hence $A$ is independent in $\mathcal{P}^{n}$ and we get $\operatorname{dim}\left[A_{a}\right]+1=\operatorname{dim}[A] \leq r+1$.

Conversely, let $A$ be independent in $\mathcal{P}^{n}$ and $\operatorname{dim}[A] \leq r+1$. Then $\operatorname{dim}\left[A_{a}\right] \leq$ $r$ for $a \in A$ and $\left[A_{a}\right]=A_{a}^{\uparrow \downarrow}$ according to (a). Therefore, $a \notin\left[A_{a}\right]$ implies $a \notin A_{a}^{\uparrow \downarrow}$ and $A$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$.

Theorem 5 In the closure space $\left(G_{k}, \mathcal{G J}_{\mathcal{J}}\right)$ there always exist bases and all of them have the same cardinality.

If $r<k$, then cardinality of bases is $r+2$. If $k \leq r$, then cardinality of bases is $k+1$.

Proof 1. Let $r<k$. First we will prove the existence of a basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$.
Because of $r+1 \leq k \leq n$, there exists a set $A \subseteq G_{k},|A|=r+2$, which is independent in $\mathcal{P}^{n}$. Then $\operatorname{dim}[A]=r+1$ and $A$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ by Theorem 4. We obtain $A^{\uparrow \downarrow}=G_{k}$ according to (b) and so $A$ is a basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$.

Now we show that every basis consists of $r+2$ elements. Let $A$ be a basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$. Then $A$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$. Thus $A$ is independent in $\mathcal{P}^{n}$ by Theorem 4 and $\operatorname{dim}[A] \leq r+1$.

Consider $\operatorname{dim}[A] \leq r$. Then $[A]=A^{\uparrow \downarrow}$ according to (a) and since $A$ is the basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ we obtain $A^{\uparrow \downarrow}=[A]=G_{k}$. Hence $\operatorname{dim}[A]=k$ and $k \leq r$, a contradiction.

So $\operatorname{dim}[A]=r+1$ and $|A|=r+2$.
2. Let $k \leq r$. If $A$ is a basis of the subspace $G_{k}$ in $\mathcal{P}^{n}$, then $A$ is independent in $\mathcal{P}^{n}$ and $[\bar{A}]=G_{k},|A|=k+1$. $A$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ (Theorem 4) and $[A]=A^{\uparrow \downarrow}$ according to (a). From this $A^{\uparrow \downarrow}=G_{k}$ and $A$ is a basis of $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$.

Every basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ has cardinality $k+1$ : Let $A$ be a basis in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$. Then $A \subseteq G_{k}, A$ is independent in $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ and $A$ is also independent in $\mathcal{P}^{n}$ by Theorem 4 . We know that $\operatorname{dim}[A] \leq k$. Assume that $\operatorname{dim}[A]<k$. Then $\operatorname{dim}[A]<r$ and $A^{\uparrow \downarrow}=[A]$ according to (a). Hence $A^{\uparrow \downarrow} \neq G_{k}$, which implies that $A$ is not a basis in $\left(G_{k}, \mathcal{G}_{J}\right)$, a contradiction.

So $\operatorname{dim}[A]=k$ and $|A|=k+1$.
Now we will deal with the closure space ( $M_{r}, \mathcal{M}_{\mathcal{J}}$ ).
For $B \subseteq M_{r}$ we denote $V_{B}=\bigcap_{U \in B} U$ and $W_{B}=\bigcap_{U \in B} U \cap G_{k}=V_{B} \cap G_{k}$. Then $B^{\downarrow}=W_{B}$ and $B^{\downarrow \uparrow}=\left\{U \in M_{r} \mid W_{B} \subseteq U\right\}$.

If $B=\left\{U_{1}, \ldots, U_{l}\right\} \subseteq M_{r}$, then we put

$$
W_{B}^{i}=\bigcap_{j \in n_{1}-\{i\}} U_{j} \cap G_{k}
$$

for $i \in n_{l}=\{1, \ldots, l\}$.
We get $B_{i}^{\downarrow \uparrow}=\left\{U \in M_{r} \mid W_{B}^{i} \subseteq U\right\}$ for $B_{i}=B-\left\{U_{i}\right\}$.
Theorem 6 The set $B=\left\{U_{1}, \ldots, U_{l}\right\} \subseteq M_{r}$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ if and only if $W_{B}^{i} \neq W_{B}$ for all $i \in n_{l}$.

Proof If $B$ is independent, then $U_{i} \notin B_{i}^{\downarrow \uparrow}$ for all $i \in n_{l}$. Assume that $W_{B}^{i}=W_{B}$ for certain $i$. Since $W_{B} \subseteq U_{i}$, we obtain $W_{B}^{i} \subseteq U_{i}$ and $U_{i} \in B_{i}^{\downarrow \uparrow}$, a contradiction.

Conversely, let $W_{B}^{i} \neq W_{B}$ for all $i \in n_{l}$. We will assume that $U_{i} \in B_{i}^{\downarrow \uparrow}$ for certain $i$. Then $W_{B}^{i} \subseteq U_{i}$. Since $W_{B}^{i} \subseteq U_{j} \cap G_{k}$ for all $j \in n_{l}, j \neq i$, we get $W_{B}^{i} \subseteq U_{p} \cap G_{k}$ for all $p \in n_{l}$ and $W_{B}^{i} \subseteq W_{B}$. Hence $W_{B}^{i}=W_{B}$, which is a contradiction. So $U_{i} \notin B_{i}^{\downarrow \uparrow}$ and $B$ is independent in ( $M_{r}, \mathcal{M}_{\mathcal{J}}$ ).

Remark 8 An incidence structure $\mathcal{J}_{1}=\left(G, M_{r}, I\right)$, where $G$ is a set of all points of the projective space $\mathcal{P}^{n}$, is a special case of the structure $\mathcal{J}=$ $\left(G_{k}, M_{r}, I\right)$. Then $k=n$.

If we put $V_{B}^{i}=\bigcap_{j \in n_{l}-\{i\}} U_{j}$ for $B=\left\{U_{1}, \ldots, U_{l}\right\}$, then we get a criterion of independence as the special case of Theorem 6:

The set $B$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ if and only if $V_{B}^{i} \neq V_{B}$ for all $i \in n_{l}$. From this Theorem 7 follows immediately.

Theorem 7 If a set $B$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$, then it is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}_{1}}\right)$.

Theorem 8 The maximal basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$, i.e. the basis of maximal cardinality, has $r+2$ elements for $r<k$ and $k+1$ elements for $k \leq r$.

Proof 1. Let $r<k$. First we will construct a basis of cardinality $r+2$ : There exists a subspace $R$ in $G_{k}, \operatorname{dim} R=r+1$. Hyperplanes in $R$ are subspaces of dimension $r$ and so they belong to $M_{r}$. By Theorem 3, there exists a set $B=\left\{U_{1}, \ldots, U_{r+2}\right\}$ of hyperplanes in $R$ such that $V_{B}=\bigcap_{i \in n_{r+2}} U_{i}=\emptyset$ and $V_{B}^{i}=\bigcap_{j \in n_{r+2}-\{i\}} U_{j} \neq \emptyset$ for all $i \in n_{r+2}=\{1, \ldots, r+2\}$.

Since $U_{i} \subseteq G_{k}$ for all $i \in n_{r+2}$, we obtain $V_{B}=W_{B}$ and $V_{B}^{i}=W_{B}^{i}$ for all $i \in n_{r+2}$. Hence $B$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ by Theorem 6 . Because of $B^{\downarrow \uparrow}=W_{B}^{\dagger}=\emptyset^{\dagger}=M, B$ is a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$.

Now we show that every basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ has at most $r+2$ elements: Consider $U_{1}, U_{2} \in M_{r}, U_{1} \neq U_{2}$. If we put $W_{2}=U_{1} \cap U_{2}$, then $\operatorname{dim} W_{2}<r$. Let us take $U_{3} \in M_{r}$ such that $\left\{U_{1}, U_{2}, U_{3}\right\}$ is an independent set in $\left(M_{r}, \mathcal{M}_{\mathcal{J}_{1}}\right)$. Thus $W_{3}=U_{1} \cap U_{2} \cap U_{3}=W_{2} \cap U_{3}$ and $W_{2} \neq W_{3}$. This implies $\operatorname{dim} W_{3}<$ $\operatorname{dim} W_{2}$ and so $\operatorname{dim} W_{3}<r-1$.

If we continue in the same way, then $\operatorname{dim} W_{i}=r-(i-2) .\left\{U_{1}, \ldots, U_{i}\right\}$ is a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}_{1}}\right)$ if $\operatorname{dim} W_{i}=-1$. Thus $i<r+3$. So, a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}_{1}}\right)$ has maximal cardinality $r+2$.

Let $B=\left\{U_{1}, \ldots, U_{r+3}\right\}$ be a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$. Then $B$ is independent in ( $M_{r}, \mathcal{M}_{\mathcal{J}}$ ) and it is independent also in ( $M_{r}, \mathcal{M}_{\mathcal{J}_{1}}$ ) by Theorem 7. However, that is a contradiction because a basis is the maximal independent set.
2. Let $k \leq r$. First we will construct a basis of cardinality $k+1$. Because of $r \leq n-1$ there exists a subspace $R$ containing $G_{k}$ in $\mathcal{P}^{n}, \operatorname{dim} R=r+1$. Hyperplanes in $R$ belong to $M_{r}$. Each subspace in $R$ is an intersection of hyperplanes in $R$. We can take hyperplanes $U_{1}, \ldots, U_{m}$ in $R$ such that they satisfy conditions from Theorem 3 and $G_{k}=\bigcap_{j \in n_{m}} U_{j}$ where $r+1-m=k$. There exist (by Theorem 3 again) hyperplanes $U_{m+1}, \ldots, U_{m+k+1}$ such that for $C=\left\{U_{1}, \ldots, U_{m+k+1}\right\}$ we obtain $V_{C}=\emptyset$ and $V_{C}^{i} \neq \emptyset$ for all $i \in n_{m+k+1}$. Let us put $B=\left\{U_{m+1}, \ldots, U_{m+k+1}\right\}$. Then $W_{B}=V_{B} \cap G_{k}=\bigcap_{j \in n_{m+k+1}} U_{j}=V_{C}=\emptyset$ and $W_{B}^{i}=V_{B}^{i} \cap G_{k}=V_{C}^{i} \neq \emptyset$ for all $i \in n_{m+k+1}$. It means (by Theorem 6) that $B$ is a basis of cardinality $k+1$ in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$.

Finally we show that every basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ has at most $k+1$ elements: Consider $U_{1} \in M_{r}$. Then obviously $\operatorname{dim} U_{1} \cap G_{k} \leq k$. If $\operatorname{dim} U_{1} \cap G_{k}=k$,
then $G_{k} \subseteq U_{1}$. For $B=\left\{U_{1}\right\}$ we get $B_{1}=B-\left\{U_{1}\right\}=\emptyset, B_{1}^{\downarrow}=\emptyset^{\downarrow}=G_{k}$ and $B_{1}^{\downarrow \uparrow}=\left\{U \in M_{r} \mid G_{k} \subseteq U\right\}$. Thus $U_{1} \in B_{1}^{\downarrow \uparrow}$ and $B$ is not independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$.

Let us assume that $\operatorname{dim} U_{1} \cap G_{k}<k, U_{2} \in M_{r}$ and the set $\left\{U_{1}, U_{2}\right\}$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$. If we put $W_{2}=\left(G_{k} \cap U_{1}\right) \cap U_{2}$, then $W_{2} \neq G_{k} \cap U_{1}$ and $\operatorname{dim} W_{2}<k-1$. We can continue in the same way. In the end we will obtain $\operatorname{dim} W_{i}<k-(i-1)$ which for $\operatorname{dim} W_{i}=-1$ implies $i<k+2$.

Theorem 9 The minimal basis in the closure space $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ has cardinality $d=\left[\frac{k}{n-r}\right]+1$ where $\left[\frac{k}{n-r}\right]$ denotes the integer part of the number $\frac{k}{n-r}$.

Proof We will construct the minimal basis.

1. Let $r+k<n$. Then (by Remark 6) there exists a subspace $U_{1} \in M_{r}$ such that $U_{1} \cap G_{k}=\emptyset . B=\left\{U_{1}\right\}$ is a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ and $d=1$.
2. Let $r+k \geq n$. Then $r+k=\operatorname{dim}\left(U_{1}+G_{k}\right)+\operatorname{dim}\left(U_{1} \cap G_{k}\right) \geq n$ for any $U_{1} \in M_{r}$. Hence each subspace from $M_{r}$ has a nonempty intersection with $G_{k}$. Consider $U_{1}$ such that $\operatorname{dim} U_{1} \cap G_{k}$ is minimal. Thus $\operatorname{dim}\left(U_{1}+G_{k}\right)=n$ and $\operatorname{dim}\left(U_{1} \cap G_{k}\right)=r+k-n$. We put $W_{1}=U_{1} \cap G_{k}$.
3. Let $r+(r+k-n)<n$. Then there exists a subspace $U_{2} \in M_{r}$ such that $U_{2} \cap W_{1}=\emptyset$ by Remark 6 again. We put $B=\left\{U_{1}, U_{2}\right\}$. Since $W_{B}=$ $U_{1} \cap U_{2} \cap G_{k}=W_{1} \cap U_{2}=\emptyset, W_{B}^{1}=U_{2} \cap G_{k} \neq \emptyset$ and $W_{B}^{2}=U_{1} \cap G_{k} \neq \emptyset, B$ is a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ according to Theorem 6 . In this case $d=2$.
4. Let $2 r+k-n \geq n$. Then $2 r-n+k=\operatorname{dim}\left(U_{2}+W_{1}\right)+\operatorname{dim}\left(U_{2} \cap W_{1}\right) \geq n$ for any subspace $U_{2} \in \bar{M}_{r}$. Consider $U_{2} \in M_{r}$ such that dimension of $W_{2}=\bar{U}_{2} \cap W_{1}$ is minimal. Thus $\operatorname{dim}\left(U_{2}+W_{1}\right)=n$ and $\operatorname{dim} W_{2}=2 r-2 n+k \geq 0$. This implies that every subspace from $M_{r}$ has a nonempty intersection with $W_{1}$.
5. Let $3 r-2 n+k<n$. Then there exists a subspace $U_{3} \in M_{r}$ such that $U_{3} \cap W_{2}=\emptyset$. We put $B=\left\{U_{1}, U_{2}, U_{3}\right\}$. Hence $W_{B}=\left(U_{1} \cap U_{2} \cap U_{3}\right) \cap G_{k}=$ $W_{2} \cap U_{3}=\emptyset$. It is easy to see that $\operatorname{dim} W_{1} \leq \operatorname{dim}\left(U_{2} \cap G_{k}\right)$ and $U_{3} \cap\left(U_{2} \cap G_{k}\right) \neq \emptyset$. Thus $W_{B}^{1} \neq \emptyset, W_{B}^{2}=U_{3} \cap W_{1} \neq \emptyset$ and $W_{B}^{3}=U_{2} \cap W_{1} \neq \emptyset . B$ is independent in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ by Theorem 6 and because of $W_{B}=\emptyset$ it is a basis in $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ of cardinality $d=3$.
6. Let $3 r-2 n+k \geq n$. Consider $U_{3} \in M_{r}$ such that dimension of $W_{3}=$ $U_{3} \cap W_{2}$ is minimal.

If we continue in the same way, then we get the following inequalities for cardinality $d$ of the minimal basis:

$$
d r-(d-1) n+k<n \quad \text { and } \quad(d-1) r-(d-2) n+k
$$

It follows that

$$
d>\frac{k}{n-r} \quad \text { and } \quad d \leq 1+\frac{k}{n-r}
$$

We obtained

$$
d=\left[\frac{k}{n-r}\right]+1
$$

Example 1 Let us consider the incidence structure $\mathcal{J}=\left(G_{k}, M_{r}, I\right)$ and let us find the maximal and the minimal basis in the closure space $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$.
(a) Let $n=3, r=k=1$. Then $G_{k}$ is a line and subspaces from $M_{r}$ are also lines. The minimal basis consists of one line $U_{1}$ which is disjoint with $G_{k}$.

Cardinality of the maximal basis is $k+1=2$. This basis consists of two lines $U_{1}, U_{2}$ which intersect in one point and each of them intersect $G_{k}$.
(b) Let $n=4, k=3, r=2$. Then the minimal basis has 2 elements and the maximal basis has 4 elements. Let us take a plane $U_{1}$ such that $W_{1}=U_{1} \cap G_{k}$ is a line. Then take a plane $U_{2}$ disjoint with $W_{1}$. Obviously $\left\{U_{1}, U_{2}\right\}$ is a basis in ( $M_{r}, \mathcal{M}_{\mathcal{J}}$ ).

The maximal basis consists of 4 planes, all of them are contained in $G_{k}$. They all have the empty intersection but an intersection of every 3 of them is not empty.

It is easy to see that there exists also a basis of cardinality 3 .
Theorem 10 All bases in the closure space $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ have the same cardinality (i.e. the maximal basis is equal to the minimal one) if and only if some of these conditions is satisfied:
(1) $r=n-1$
(2) $k=0$
(3) $k=n, r=0$

Proof We denote $D(d)$ cardinality of the maximal (minimal) basis. First we will show that the conditions are sufficient:
(1) Let $r=n-1$. Then $d=k+1$. For $k \leq n-1$ we get $D=k+1=d$. If $k=n$, then $D=r+2=n+1=k+1=d$.
(2) From $k=0$ follows $d=1=D$ immediately.
(3) Let $k=n$ and $r=0$. Then $d=2$ and $D=r+2=2$.

Conversely, let us assume that $d=D$.
(a) Consider $k \leq r$. Then from the equality

$$
\left[\frac{k}{n-r}\right]+1=k+1
$$

follows

$$
\left[\frac{k}{n-r}\right]=k \leq \frac{k}{n-r}
$$

This yields $k=0$ or $n-r \leq 1$, thus $r \geq n-1$. Because of $r \leq n-1$, we get $r=n-1$.
(b) Let $k>r$. We distinguish two cases:

1. If $k=n$, then the equality $d=D$ means

$$
r+2=\left[\frac{n}{n-r}\right]+1
$$

From this

$$
r+1 \leq \frac{n}{n-r} \quad \text { which is equivalent to } n r+n-r^{2}-r \leq n
$$

This yields $r(n-1-r) \leq 0$. Since $r \leq n-1$, only two possibilities remain: $r=0$ or $r=n-1$.
2. For $k<n$ we obtain

$$
r+1=\left[\frac{k}{n-r}\right]
$$

This is equivalent to

$$
r+1 \leq \frac{k}{n-r}<\frac{n}{n-r}
$$

and from this

$$
n r+n-r^{2}-r<n \text { if and only if } r(n-1-r)<0
$$

which is not possible for any $r$ because $0 \leq r \leq n-1$.
Remark 9 If some of the three conditions from Theorem 10 is satisfied, then all bases in the closure spaces $\left(G_{k}, \mathcal{G}_{\mathcal{J}}\right)$ and $\left(M_{r}, \mathcal{M}_{\mathcal{J}}\right)$ induced by the incidence structure $\mathcal{J}=\left(G_{k}, M_{r}, I\right)$ have the same cardinality.
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