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KYBERNETIKA — VOLUME 8 (1972), NUMBER 6

Synthesis of Discrete Optimum Control
Systems via Finite Impulse Response

ZDENEK VOSTRY

This paper contains a method for which the spectral density of a disturbance need not be

necessarily known.

In this paper the method of the Z transformation will be used.

Let a linear discrete system be given by its transfer function S(z) and its impulse
response H(z). We assume that the system output is contaminated by the stationary
noise U(z) with zero mean.

To eliminate this noise we shall find:

(i) a simple filter K(z) that will minimize a quadratic performance index for the noise
U(z);
(ii) a filter P(z) that will minimize a quadratic performance index for any stable

input.

Fig. 1.

Either we can measure the disturbance U directly, see Fig. 1, or indirectly as it is
shown in Fig. 2. In Fig. 1 there is shown the open-loop control system that could
be formally recomputed as the closed-loop system.

Let the performance index be of the form
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where j is the imaginary unit, I' is the unit circle, S(z) = S(z™*), W is the reference
input, N is the spectral density of the noise U.

Fig. 2.

It is generally known that the minimization of the performance index I (see [1], 2D
gives the result of the form

@ P TSSO
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where W', S* and N* is obtained by the spectral factorization of WW, §S and N
respectively. (W*, (W*)~1, S*,(S*)"! and N*,(N*)"*) have no poles inside I),
[ -]+ denotes the extraction of the poles lying outside I.

We can see that the filter P as well as K has S™ in its denominator. This common
part of the filters can be used for the compensation of the system. We shall obtain
the new system

¥ = (5SS,

This new system ¥ has some interesting features:

(i) if S is a minimal phase system, then ¥ = z 7%, where k is the time delay,

(ii) if S is a nonminimal phase system, then ¥ = z™%(M~/M*), where M~ is a poly-
nomial whose zeros lic outside I and M* the polynomial reciprocal to M~ and its
zeros lie inside TI.

(iii) ¥ = 1 because S5 .(S*§*)"' = 1.
The new control system is shown in Fig. 3.
We know that ¥ = z7(M~/M*)and F¥ = 1, hence ¥* = ¥~ = 1.
The filter G will be computed by (2) as the filter P in the following form

“ 6= E ),
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and the filter F similarly in the form
z 1T AT+
(5) F=F[z TPNT] .

To compute the filter F we must know the spectral density of the noise U.

_Fig. 3.

It is very difficult to compute the spectral density in the form of a rational fraction

function.
Now we describe a method for which the spectral density need not be necessarily

known.

THE CALCULATION OF THE FILTER F

Assume W = 0. Then

(6) X=U+9"Z=U<1—z”‘iM—F>‘
M*
The performance index will be given as
(7 I=v1—‘ 1——2"1‘—1—4 |- Mg\ N
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Let M have all its zeros inside I'. Then ¥ = z™* and F is a prediction filter which
predicts the disturbance U for k steps ahead.
If we calculated the optimal prediction filters by the mean-squared value of pre-
diction error we could see that:
(i) a noise, the correlation function of which is R(i) = a.e™* (where a > 0, b > 0,
i is an integer) is optimally predicted by the filter F = £,
(i) a noise, the correlation function of which is R(i) = a cos bi, is optimally pre-
dicted by the filter F = f, 4 f,z~* with zero error,
iii) from the numerical point of view a flat noise is practically predictable by the
p.
filter F = f,,
(iv) an almost white noise is practically predictable by the filter F = f, + f,z™".

Now we summarize the above discussion in the



Lemma. The optimal predictor is the filter of the form 493

F=fy+ fiz"t.

Let us return to the nonminimal phase system ¥ and consider F = f, + fz 1.
The minimum performance index is achieved if 61/6f,- =0fori=0,1.
Hence
1 - - .
(8) e 1 - Zik—Iw—F M- Z*Nzitdz =0
2n Jr M* M*

for i = 0, 1, where N is the spectral density of the disturbance U. We know that

ME
M*ME
Then
) L —1—*(]\71'2"—A_/I*F) Nz'"ldz = 0.
onj ) r M*

The polynomial M* has all its zeros outside I" and hence it has no influence upon
the equation 8I[df; = 0 and therefore is can be deleted.
r

Substituting M~ = Y m;z~ " into (9) gives us
1=0

(10) ZLR_]J‘ (lzom,zk” -—folzom,_,z’ - f,lzom,_,z"’l) Nzi7ldz =0.
ri= = =
We know that
4w
(11) N= Y R()z"'
I-—a

where R(I) is the value of the correlation function of the disturbance U at a point i.
Substitute (11) into (10) and integrate for i = 0, 1, then

(1) i=0; YmR(k+1D)—foXm R()—fi Y R(I—1)=0,
=0 =0 =0

(13) i=1; SmRk+1+1) ~foX m_ R+ 1) —f, ¥ m_ R(l) = 0.
=0 =0

This equations yield f, and f;.

It is very important that we need not know the spectral density N. We must know
only the finite number of values of the correlation function.

Let us show that the optimal filter F reduces only to f, for any disturbance whose
correlation function is of the form R(i) = a! (a > 0, i is an integer) and for any
system Y.
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Substituting R(i) = a'! into (12) and (13) gives us

INgR]

r r
k+1 -
m,a** —folzom,_la’ —fllzom,_,a" =9,

Il

0o

Ing R}

1

1

r r
matt i+ — f, Y m,_@att — f, Z m,_a'=0.
0 i=o i=1

Premultiplying the first equation by a and subtracting it from the second one gives

r
f1 Y me_ya'-t —a")=0.
i=o
Hence evidently f; = 0.

Example. Let a system S be given by the approximation of its impulse response as follows
H(z) = z7'(1 + 2727 + 141272 + 0:02z7%),

and let U is the Z transform of the realization of a stationary random process. The values of the
correlation function R(i) are:

R(0)=1; R(1)=07; R(2)=0; R(3)=-07;
and consider the step input.
Compute the optimal control for the quadratic performance index (1). _
To obtain the new system ¥ we have to compute the spectral factorization of HH = HYH™.
The method described in [3] is used in computer programme and we find
HY =2+ 24z71 + 072272 4 001273

It is generally known that if

H=z"'k H (Lt =z ',il.(l - Bz™Y

i=r+1

where n is the order of the polynomial H ]azi] <1, ﬁj > 1, k is a constant, then

= J1 (-0 TG - 5)

i=rti
and
(14) ‘ po M
. : HY M*
where
M = (1 - ﬁjzal) s
j=1



Because in our casc H = H™, there exists at least one zero of the polynomial A which lie
outside I

Assume that only one such zero exists, then
M~ =1+9yz7" and M*=z""+y.
The equation (14) gives us
z7'M~H" = HM*,

(i) z“‘(l + yz“) (2 + 2:4z70 4 072272 + 0~Olz“3) =
=z 142727 + 141272 + 00227 %) (27! — 7).
On equating the absolute terms in equation (i) we can see that y = 2.
If the equation (i) is satisfied for M~ =1 - 2z7%, then M~ =1 + 2z7%, but if it is not,

then we assume M =1 4 y‘z'"1 + '/2::*2, etc.

In our case M~ =1 + 2z7 ! and
142z
[ z“‘—:—;l——:.
z7h 42

In order to eliminate a disturbance U we need to know r + k + 2 =1 -+ 1 4 2 = 4 values of
the correlation function, that is, R(0), R(1), R(2), R(3).
Substituting this into (12) and (13) gives us
07 = fo 27 + f, 24,
—14=f 14+ f27.
Hence fo = 1:335, f; = —122,
Now we shall compute the closed-loop control system.
By Fig. 3 we can obtain the output in the form
(ii) X = (1 - ‘I’F)U + YGW.
The closed-loop system, which will be assumed in the form
gives the output
1 4 1 - o¥
(iii) X=—£———W+ —U.
1+ RY 1+ RY

Let us compare (i) and (iii). We can see that

-_R
1 + RY
and
{— WF = 1 - o¥
1+ RY
Hence
G
R=——
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and
1

P = - F - G).
1—‘PG( )

In our example the results are

G:z(l—z")[z‘iz(—lez) z -]:1 by (4).

24z z-1
F = 1335 — 1.22z7*
and
2+ z™!
Al —z%"

24zt

@ = (0-335 — 122271

B 2(1—2z7Y

The closed-loop system in Fig. 4 can be rearranged in the form shown in Fig. §
where
1

L= H+ 1,

T 1- %G

Fig. 5.

In our case
2+ z7t 1 _
21 —z7%) 2+ 24z7" + 072272 + 001273
- v
21 — 2731+ 072" 1 4+ 001277

L




Computation of this optimum control system is based on the knowledge of the zeros
of the impulse response. In [4] a theorem is proved about the relation between the
system transfer function zeros lying outside I' and the respective finite impulse
response.

This theorem justifies the synthesis from the measured impulse response.

The above method of the synthesis is convenient because we need not know the
zeros of the impulse response and it is known that the impulse response is the poly-
nomial of order 20 or more.

(Received August 3, 1970.)
REFERENCES

[1] Chang S. L.: Synthesis of Optimum Control Systems. McGraw Hill Book Company, Inc.,
New York 1961.

[2] Strejc V. et al.: Syntéza regulagnich obvodi s &slicovym pocitadem. NCSAV, Praha 1965.

[3] Vostry Z.: Hymepuueckuii MeroJ CoeKTpanbHO} dakropusauuu nonsiHoMos. Kybernetika 8
(1972), 4, 323—332.

[4] Vostry Z.: Zero Points of Impulse Characteristic. Kybernetika 8 (1972), 1, 12—18.

VYTAH

Syntéza optiméalnich diskrétnich regulaénich obvodl
danych impulsni charakteristikou koneéné délky

ZDENEK VOSTRY

Pfi syntéze optimalnich diskrétnich regulaénich obvodt z impulsnich charak-
teristik podle kvadratickych kritérii se setkavame se dvéma problémy: impulsni cha-
rakteristika je polynomem znagného stupn& (miZe byt v&t3i neZ 20), coZ zt&uje
vypocéty hlavné z numerického hlediska; je velmi obtizné ziskat spektralni hustoty
poruch ve tvaru racionaln& lomenych funkci.

Oba tyto problémy jsou feSeny v tomto &lanku. Prvni je feSen pomoci kompenzace
soustavy specidlnim filtrem a druhy je feSen tak, Ze stali znat jen kone&ny podet
hodnot autokorelagni funkce poruch. Na zavér &lanku je uveden piiklad.

Ing. Zdenék Vostry; Ustav teorie informace a automatizace CSAV (Institute of Information
Theory and Automation — Czechoslovak Academy of Sciences), VySchradskd 49, Praha 2.
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