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Dedicated to Professor Masuo Hukuhara on the occasion of his ninetieth birthday 

0 . INTRODUCTION 

The method of supersolutions and subsolutions, or the method of barriers, has 
proved to be a powerful tool for establishing the existence of solutions of second 
order elliptic partial differential equations in unbounded domains, particularly, in 
the whole Euclidean space UN ([1, 10, 12, 13]). Since this method depends heav­
ily on the maximum principle for second order elliptic operators and since no such 
maximum principle holds for higher order elliptic operators, there is no supersolution-
subsolution method of general nature which enables to construct solutions of elliptic 
equations of higher order. It would not be so unnatural, however, to expect that 
one might develop, in a spirit similar to the second order case, an existence prin­
ciple, which could be called a higher order supersolution-subsolution method, for 
solving higher order elliptic problems in unbounded domains, provided one considers 
a severely restricted class of elliptic equations. The truth of this expectation has 
recently been observed by Furusho and Kusano [7] and Kusano and Swanson [11] 
who have proposed new principles of super- and subsolutions which can be effec­
tively used to construct bounded solutions for a special class of equations including 
perturbed biharmonic equations of the form A?u = f(x,u), x € RN. A close look 
at the papers [7, 11] suggests that the basic principles obtained therein can possibly 
be extended or refined so as to be able to cover a wider class of higher order elliptic 
equations. 
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The purpose of this paper is to provide a refined version of the supersolution-

subsolution method [7, 11] which is applicable to the nonlinear biharmonic equation 

(A) A(|AtI |p"2Au) = f(x,u), x G UN, 

where p > 1, IV ^ 3, and / is a function of class Cfcc(R
N x R+) for some a G 

(0,1), R+ = (0, oo). Our attention will be restricted to bounded positive entire 

solutions u G C?+a(UN) such that \Au\p~2Au G C?+a(UN) and satisfy the equation 
throughout UN. Such a solution is said to be symmetric if it depends only on |a;| = 
( N \ i / 2 
( _C xl) • The main existence principle given in Section 1 states that if suitable 
M = I ' 
"supersolutions" and "subsolutions" are shown to exist for the equation (A), then (A) 
does possess entire solutions lying between them. Establishing the existence of entire 
solutions of (A), therefore, depends on the possibility of constructing supersolutions 
and subsolutions with the required properties. In Sections 3 and 4 we prove four 
theorems ensuring the existence of bounded positive entire solutions with different 
asymptotic behaviors of (A) by constructing supersolutions and subsolutions with 
the corresponding asymptotic behaviors as symmetric entire solutions of symmetric 
equations of the type 

(B) A(\Au\p~2Au) = g(\x\,u), x G RN. 

The problem is thus reduced to solving an ordinary differential equation which is 
the one-dimensional polar form of (B). The desired solutions of this ODE are ob­
tained as solutions of suitable integral equations which are formed in terms of "in­
verse", denoted by &p (see (2.4)), of the polar form of the "p-biharmonic" operator 
A( |Au| p _ 2Au). For this purpose a crucial role is played by the estimates for the 
asymptotic behavior of typ stated in Section 2. An example illustrating our main 
results is presented in Section 5. 

Theoretical importance of p-biharmonic operator has been recognized by several 
authors including Drabek, Fucik and Kufner; see e.g. [2, 3, 4]. The existing litera­
ture on the p-biharmonic operator seems to be concerned exclusively with boundary 
value problems in bounded domains, and this observation motivated our attempt at 
studying perturbed p-biharmonic equations in unbounded domains. 
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1 . SUPERSOLUTION-SUBSOLUTION PRINCIPLE 

We begin by stating a supersolution-subsolution principle on which our construc­
tion of entire solutions of the equation (A) is based. 

Theorem 1.1. Let f be a function of class C{^C(UN x U). Suppose that there 
exist functions v,w E C2£a(UN) such that 

(1.1) \Av\p~2Av, \Aw\p'2Aw G C2+a(UN), 

(1.2) v(x) ^ w(x), -Av(x) ^ -Aw(x), x G UN, 

and, for every fixed x G UN, the inequalities 

(1.3) A(\Av(x)\p'2Av(x)) > f(x,a) > A(\Aw(x)\p~2Aw(x)) 

hold for all a satisfying v(x) ^ a ^ w(x). Then, the equation (A) has an entire 

solution u such that 

(1.4) v(x) ^ u(x) ^ w(x), -Av(x) ^ -Au(x) ^ -Aw(x), x G UN. 

The functions v(x) and w(x) satisfying the conditions (1.1)—(1.3) are called, re­
spectively, a supersolution and a subsolution of the equation (A). 

As is easily seen, when f(x,u) is monotone in u the condition (1.3) in the above 
theorem takes a simpler form as described in the following corollaries. 

Corollary 1.1. Suppose that f(x,u) is nondecreasing in u for each fixed x G UN. 

If there exist functions v,w G ̂ ^ ( I R ^ ) satisfying (1.1), (1.2) and 

(1.5) A(|Av|p-2A<;) > f(x,v), A(\Aw\p~2Aw) ^ f(x,w), x G IRN, 

then (A) has an entire solution u satisfying (1.4). 

Corollary 1.2. Suppose that f(x, u) is nonincreasing in u for each fixed x G IR^. 
If there exist functions v,w G C?+a(UN) satisfying (1.1), (1.2) and 

(1.6) A(|Av\p~2Av) ^ f(x, w), A(\Aw\p~2Aw) ^ f(x, v), x G UN, 

then (A) has an entire solution u satisfying (1.4). 

Recently Furusho [6] has established a general existence principle for second order 
semilinear elliptic systems, of which the following theorem is a special case. 
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Theorem 0. Let <p(t,u) and ip(t,u) be functions of class C^C(RN x IR). Suppose 

that there exist functions v\, v2, w\, w2 of class C^a(RN) such that 

(1.7) vi(x) ^ wx(x), v2(x) ^ w2(x), x G RN, 

and, for each fixed x e RN, the inequalities 

(1.8) -Avi(x) ^ ¥>(X,T) ^ -Awi(x), -Av2(x) ^ ip(x,a) ^ -Aw2(x), 

hold for all a and r satisfying 

(1.9) v\(x) ^ a ^ w\(x), v2(x) ^ r ^ w2(x). 

Then there exists a solution (ux,u2) G C,2+a(RN) x C ^ f R ^ ) of the system 

(1.10) - A ^ i -= <£>(:r,u2), -Au2 =tp(x,ui), x £ RN, 

such that 

(1.11) ^i(-r) ^ ^i(x) ^ ^i (x) , v2(x) ^ u2(x) ^ w2(:r), x G RN. 

We will show that Theorem 1.1 follows from Theorem 0. For simplicity we intro­
duce the notation 

(1.12) r* = k r 1 e = iesgne, eeR, a>0, 

in terms of which the p-biharmonic operator is written as A(Au)(p~l)*. 

Suppose that v and w satisfy the conditions of Theorem 1.1. We put 

(1.13) vi =v, wi= w, v2 = -(Av)(p-l)*, w2 = -(Aw)(p-l)*. 

Then, (1.2) implies that v\ ^ w\ and v2 ^ w2 in RN. Let x G RN be fixed and let 
a and r satisfy the inequalities v\(x) ^ a ^ w\(w) and v2(x) ^ T ^ w2(x). From 
(1.3) it follows that 

-Avx(x) = (v2(x))^* ^ r ^ * ^ ( u ^ O r ) ) ^ * = -Aiv i(x) 

and 
-Av2(x) ^ /(rr,(r) ^ -Auj2(x). 
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Theorem 0 then ensures the existence of functions ui,U2 of class C2^a(RN) such 

that 
_ L _ * 

—Aui = u-2 l , —Au2=f(x,u\) 

and 
Vl ^ U\ ^ W\, V2 ^ U2 ^ 1D2 

in RN, which, in view of (1.13), implies that the function u = u\ is an entire solution 
of (A) satisfying (1.4). 

2. ONE-DIMENSIONAL INVERSE OF THE p-BIHARMONIC OPERATOR 

In order to prove the existence of an entire solution of the equation (A) on the 
basis of Theorem 1.1 or its corollaries we have to construct its supersolutions and 
subsolutions with the required properties. The actual construction of such super-
and subsolutions of (A) will be the subject of the next section. The purpose of this 
section of preparatory nature is to summarized the results concerning a type of "one-
dimensional inverse" of the p-biharmonic operator A((Au)^p~1^) = A(|Au|p _ 2Au) 
which will play a crucial role in the development of Section 3. 

We denote by L\(X > 0) the set of all real-valued measurable functions ft(t) on 
R+ such that 

/•OO 

/ sA|ft(s)|ds < oo. 
Jo 

We define the integral operator \& acting on C(R+) C\ L\, R+ = [0, oo), by 

t > 0 , 

(<Sh)(t) = t2~N f (sN~3 rrh(r)dr\ ds 

(2'1} = i v ^ [ / o ( l ) Sh^ds + Jt
 s / ^ d s 

(*fc)(0) = tlimo(*/i)(t). 

It is easy to verify that * maps C(M+) n L\ into C2(U+) and that 

(2.2) lira (Vh)(t) = 0, 
t—>oo 

(2.3) A(*A)(|»|) = -h(\x\), xeUN 

for every ft £ C(R+)flL}. This shows that — \I> is a type of inverse of one-dimensional 
polar form of the Laplace operator A- = t1_iVjD t(t iV~1.Df), Dt = d/dt. More de­
tailed information about (2.2) is given in the following lemma. 
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Lemma 2 .1 . (i) If he C(U+) D L\ and h(t) ^ 0 for t > 0, then 

^ y"°° min{s, a^"1}/.^) ds • £ - " < (*/»)(*) <. ^ L - ^ S/.(s) ds, t ^ 0, 

where £* = max{l,£}. 

(ii) If he C(R+) H L ] ^ and ft(*) ^ 0 for t^ 0, then 

N 

1 Г°° 
— / iшn{в,вAГ-1}Л(в)<iв-*î"ІV < (*Л)(ť) 
— 2 jo 

1 ľ°° 
^JГ^J ^{^^''Шs^ds-tl^, tžO. 

For the definition and the properties of \£ see Fukagai [5] and Kusano et al [9]. 

Let us consider the operator \PP defined by 

(2.4) *P. = *(V{>)^*). 

For the meaning of * see (1.12). If h G C(R+) is in the domain of this operator, 

denoted by dom(\l>p), application of (2.3) shows that the function u(x) = (&ph)(\x\) 

satisfies the equation 

A((Au(x))(p-v*) = h(\x\), xenN, 

so that \£p is a kind of inverse of the one-dimensional polar form of the p-biharmonic 

operator 

A((A.)(p--)*) = t1-NDt(t
N-1Dt(t

l~N Dt(t
N~l Df))lp-1)m). 

In what follows we restrict our attention to the case where N > 2p and obtain 

useful results on the domain and the asymptotic decay of \f p by using the decaying 

function qN,P(t) defined by 

(2.5) qN,p(t) = t 

<t*-N i f l < P < 2 - | , 

tl-Nlog(ett) i f p = 2 - $ , 

tT^ І f 2 - £ < p < £ . 

Lemma 2.2. Suppose that p > 1 and N > 2p. 
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(i) If 1 < p ^ 2, then C(R+) n L\v_x C dom(^p). If h € C(R+) n L\v_x and 
h(t) ^ 0 for t^ 0, then 

(2.6) d(N,p)( f mm{s,sN-1}h(s)dsY~1qNtP(t) 

^ (*ph)(t) ^ C2(N,p) ( J°° s^Hs) ds\ "'*, t>0, 

for some positive constants Ci(N,p) and C2(N,p) depending only on N and p. 
(ii) If p > 2, then C(R+) n L2P'-i c dom(Vp) for any p' with p' > p and N > 2p'. 

If he C(R+) n L2P'-i for such a P' ^ d h(0 ^0 fort^O, then 

(2.7) Ci(N,p) ( J°° min{s, sN~1}h(s) ds\ "^ qNtP(t) 

^(VOW^C 2 (N ,p ,p' ) ( | s2/-1h(s)dsY~1, t^O, 

where C\(N,p) is as in (i) and C2(N,p,p') is a constant depending only on N, p 
and p'. 

Lemma 2.3. Suppose thatp> 1 and N > 2p. If he C(R+)nL}v_1 and h(t) ^ 0 
for t^O, then 

(2.8) d(N,p) ( J" min{s, sN~1}h(s) ds\ *'* qNtP(t) 

^(9Ph)(t)^C3(N,p)(f max{s,sN-1}h(s)dsY * qNtP(t), t^O, 

where C\(N,p) is as in (i) of Lemma 2.2 and C$(N,p) is a constant depending only 
on N and p. 

To prove Lemma 2.2 it suffices to combine Lemma 2.1 with Lemma 1.3 of Furusho 
and Kusano [8]. We omit the details. The proof of Lemma 2.3 is given in [8; 
Lemma 1.6]. 
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3. EXISTENCE OF UNIFORMLY POSITIVE ENTIRE SOLUTIONS 

Existence theorems for the equation (A) will be obtained in this and the next 
sections under the standing hypothesis 

(Fi) / e C{*oc(U
N x (R+) for some a e (0,1), and there is a function F e C?oc(R+ x 

(R+) such that 
\f(x,u)\ ^ F(\x\,u) for (x,u) e UN x R+. 

This section concerns positive entire solutions which are asymptotic to positive con­
stants as x tends to infinity. An additional hypothesis for F(t, u) is selected from 
the list below. 

(F2) F(t,u) is nondecreasing in u for any fixed t ^ 0. For any fixed (t,u) e 
(R+ x 1R+,F(£,Xu)/Xp~l is nondecreasing in A > 0 and 

F(t,Xu) n lim ; ' , ; = 0. 
A->+O AP _ 1 

(F3) F(t,u) is nondecreasing in u for any fixed t ^ 0. For any fixed (t,u) e 

R+ x R+ , F(t,Xu)/Xv~l is nonincreasing in A > 0 and 

,. F(t,Xu) n lim \ \ J = 0. 
A-»oo AP _ 1 

(F4) F(t,u) is nonincreasing in u for any fixed t ^ 0. 
Our first main theorem is stated below. 

T h e o r e m 3 .1 . Let p > 1 and N > 2p and let (Fi) and one of (F2), (F3), and 
(F4) be satisfied. Suppose that if 1 < p ^ 2 then there exists a positive constant 

c > 0 such that 

/•OO 

(3.1) / t2p~1F(t,c)dt< 00 
Jo 

and that if p > 2 then there exist positive constants c and p' such that p' > p, 

N > 2p' and 

(3.2) / t2p'-1F(t,c)dt <oo. 
Jo 

Then the equation (A) possesses infinitely many positive entire solutions u(x) such 

that 

(3.3) lim u(x) = constant > 0 and lim Au(x) = 0. 
|x | ->oo |x|—:>>oo 
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P r o o f . The proof is given only for the case where 1 < p ^ 2, since an almost 
parallel argument holds for the case where p > 2. Suppose first that either (F2) or 
(F 3) is satisfied. In view of (3.1) we then see that 

lim 
k-+ 

/•oo 

i fc 1 -" / t 2 p - 1 F(í,2A!)dť--0, 
* jo 

where * = 0 or oo according as (F 2) or (F 3) holds, and hence there exists an interval 
I C R+ with the property that 

(3.4) C2(N,p) f f 5 ^ - ^ ( 5 , 2 k ) ds\ , , _ 1 ^ k for all k e I, 

where C2(N,p) is the constant which appeared in Lemma 2.2. 
Let k e I be fixed arbitrarily and consider the set Y C C(R+) and the mapping 

&i: y -> C(R+) defined by 

y = {y G C(R+): k ^ y(t) ^ 2k, t> 0}, 

and 
(*iy)(t) = k+[*pF(;y)](t) = k + [*(*F(., t f))F-T](<), t 2 0. 

It can be shown that &\ maps Y, which is a closed convex subset of the Prechet 
space C(R+) with the usual metric topology, continuously into a relatively compact 
subset of y . 

(i) Let y eY. Then, clearly (&iy)(t) ^ k for t^ 0. Using Lemma 2.2 and (3.4) 
we have 

[*PF(-,y)](t) < C 2 ( A r , p ) Q 0 ° 5^-^(5,2/(5)) d s ) " " ' 

^C2(N,p)( J slp-lF(s,2k)ds\" * ^k, t^O, 

which shows that (<^iy)(t) ^ 2k for t ^ 0. It follows that &i(Y) C Y. 
(ii) To prove the continuity of < î let {y„} be a sequence in Y converging toy £Y 

in C(R+). First note that 

(3.5) \[9F(-,y,,)](t)-[9F(;y)](t)\ 

= j^\j\s/t)N-*s(F(s,y„(s))-F(s,y(s)))ds 

/

OO 

s(F(s,yi/(s))-F(s,y(s)))ds 

1 f°° 
^N~2j s\F(s,Vl/(s)) - F(s,y(s))\dS, t>0. 
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Since s\F(s,y„(s)) - F(s,y(s))\ ^ 2sF(s,2k), s ^ 0, and sF(s,2k) is integrable over 
R+ by (3.1), the Lebesgue dominated convergence theorem implies that 

/»oo 

(3.6) lim / ; s\F(s,yu(s)) - F(s,y(s))\ds = 0. 

From (3.5) and (3.6) it follows that [9F(-,yu)](t) converges to VF(-,y)(t) uniformly 
on R+. Using this fact, the definition of \£p (cf. (2.4)) and (i) of Lemma 2.1 we 
conclude that [^pF(-,yu)](t) converges to [$pF(.,y)](t) uniformly on R+. This es­
tablishes the continuity of &\ in the topology of C(R+). 

(hi) The set &i(Y) is uniformly bounded on R+ since &i(Y) C Y. Let y G Y. 

Note that F(s,y(s)) ^ F(s,2k),s ^ 0. Since the condition F(.,2k) G L2P-i implies 
that ($F(.,2k))^ G L\ (cf. Lemma 1.3 of [8]), we obtain 

IC*»)'(t)l = /V/0M*^v)]^(«)d* 
Jo 

rt rOO 
^ / [ # K ( . , 2 k ) ] ^ ( s ) d s ^ / [VF(.,2k)]^(s)ds, t^O, 

Jo Jo 

which implies that <^i(Y) is equicontinuous on R+. This proves the relative com­

pactness of &i(Y) in C(R+). 

Thus all the conditions of the Schauder-Tychonoff fixed point theorem are satisfied 

for &i, and so there exists y G Y such that y = &\y, that is, 

(3.7) y(t) = k + [VpF(.,y)](t) = k + [*(*F(.,y))^](t), t > 0. 

Define the functions v and w by 

(3.8) v(x) = y(\x\), w(x) =2k- y(\x\), x G UN. 

We then easily see that 

v(x) - w(x) = 2(y(\x\) -k)^0, xe UN, 

-Av(x) = [VF(.,y)]^(\x\) > -[VF(.,y)]^(\x\) = -Aw(x), x G UN. 

Furthermore, for any fixed x G UN, we have 

A(\Av(x)\?-2Av(x)) = F(\x\,v(x)) > F(\x\,a) > f(x,a) 

^ -F(\x\,a) ^ -F(\x\,v(x)) = A(\Aw(x)\p~2Aw(x)) 
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provided v(x) ^ a ^ w(x). This shows that v(x) and w(x) are a supersolution and 
a subsolution of (A) satisfying the conditions of Theorem 1.1. Consequently, the 
equation (A) has an entire solution u(x) such that 

(3.9) v(x) ^ u(x) ^ w(x), -Av(x) ^ -Au(x) ^ -Aw(x), x e UN. 

Since by (3.7) and (3.8) 

lim v(x) = lim y(t) = fc, lim w(x) = fc, 
| x |—foo t—>-oo |x|—>oo 

lim Av(x) = - lim [%F(-,y)](t) = 0, lim Aw(x) = 0, 
|x | - foo £-»oo |x|-i>oo 

from (3.9) it follows that 

(3.10) lim u(x) = fc, lim Au(x) = 0. 
|x|—}>oo | x | - » o o 

This implies that u(x) is an entire solution of (A) satisfying (3.3). Since fc is an 
arbitrary constant chosen from the interval I (cf. (3.4)), the above construction shows 
that (A) has an infinitude of positive entire solutions with the required asymptotic 
property. 

Next suppose that the hypothesis (F4) is satisfied. In this case we have lim fc1_p. 
k —>-oo 

joo t2P-iF(t^ k)dt = 0 by (3.1), and so there is an interval I C IR+ such that 

C2(N,p) ( f t2v~lF(t, fc) d t ) P l ^ \k for all fc G I. 

For any fixed fc e I define 

Z = {ze C(R+): \k ^ z(t) O , t> 0}, 

(&2z)(t) = k-[*vF(-,z)](t), t^0. 

By the Schauder-Tychonoff fixed point theorem, there exists a function z in Z such 
that 

z(t) = k-[*pF(-,z)]{t), t^0. 

It is easy to show that the functions v(x) and w(x) defined by 

v(x)=2k-z(\x\), w(x) = z(\x\), xeUN 

are a supersolution and a subsolution of (A) satisfying the conditions of Theorem 1.1. 
Therefore (A) has an entire solution u(x) satisfying (3.9). Since lim w(x) = 

|x|—>oo 

lim z(t) = fc and lim Aw(x) = lim [^F(-,z(t)]^(t) = 0, it follows that the 
t—yoo |x|—3>00 t—>-00 

solution u(x) satisfies (3.10). Since fc € / is arbitrary, there exist infinitely many 
such entire solutions of (A). The proof of Theorem 3.1 is thus complete. • 
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Remark. A question arises: When are the solutions obtained in Theorem 3.1 in 
C4(R^)? A partial answer to this question now follows. 

Let u be such an entire solution of (A). Then the functions u\ = u, u2 = 
-(Aw)(p_1)* satisfy 

(3.11) -Aui = U.T1*, -Au2 = f(x,ux), x G UN. 

Since f(x,u{) G C£C(RN), from the second equation in (3.11) and the Schauder 
estimates we see that u2 G C , ^ ( R N ) for some fi G (0,a). 

Suppose that f(x,u) > 0 [or < 0] for all (x,u) G RN x R+. Since -Au2 > 0 
[or < 0] in R^ and lim u2(x) = 0, the maximum principle implies that u2(x) > 0 

| x | — • oo 

[or < 0] throughout UN. Hence u^1* G C?+y(RN) for some 7 G (0,/3), and using 
this fact we conclude from the first equation in (3.11) that u = u\ G ^ ( f l l ^ ) . 
Note that p may be any constant greater that 1. 

In case f(x,u) is not of constant sign, u2 may have a zero in R^, in which case 
we have to restrict the value of p within the interval 1 < p < § in order to have that 

^ * € C?+6(HN) for some S G (0,/3) and hence u G C?+*(RN). 

4. EXISTENCE OF DECAYING POSITIVE ENTIRE SOLUTIONS 

Our purpose here is to construct, by means of Theorem 1.1, positive entire solu­

tions which decay to zero as |x| -» 00. The following structure hypotheses for f(x, u) 

are needed for this purpose. 

(F5) / G C£C(R" x R+),a G (0,1); / satisfies 

(4.1) 0 < y(\x\,u) ^ f(x,u) ^ F(\x\,u), (x,u) G UN x R+, 

where <p and F are functions a of class CJQC(R+ X R+) such that <p(t,u) and F(t,u) 

are nondecreasing in u for each fixed t ^ 0. In addition F satisfies (F3) and ip satisfies 
the following conditions: 

(p(t, Xu)/Xp~l is nonincreasing in A > 0 and t ^ 0 and u > 0; 
lim ip(t, Au)/Ap_1 = 00 for any t in some interval J C R+ and for any u > 0. 

(F6) / G C^C(RN x R+),a G (0,1); / satisfies (4.1) for some functions <p(t,u) 
and F(t,u) of class C1"C(R+ x R+) which axe nonincreasing in u for any t > 0. In 
addition there exists a positive constant g such that 

(4.2) F(t, Xu) ^ A-*F(*, u) for any A > 0 and (t, u) G R+ x R+, 

(4.3) lim ^\X i"1^ = 00 uniformly for t G [0,1]. 
V ' A->+0 A ? - 1 
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Theorem 4.1. Let p > 1 and N > 2p and suppose that (F5) is satisfied. Suppose 
in addition that (3.1) holds if 1 < p ^ 2 and (3.2) holds ifp > 2. Then the equation 
(A) possesses a positive entire solution u 6 CA{UN) such that 

(4.4) lim u{x) = lim Aw(.r) = 0. 
\x\—>-oo |x|—>oo 

Theorem 4.2. Let p > 1 and N > 2p and suppose that (Fe) is satisfied. Suppose 
in addition that if 1 < p ^ 2 then there exists a positive constant c such that 

/•OO 

(4.5) / t2p~lF{t, cqN}P{t)) dt<oo 
Jo 

and if p > 2 then there exist positive constants c and p' such that p' > p, N > 2p' 
and 

(4.6) 
/*oo 

/ t2p'-1F{t,cqN}P{t))dt< 00. 
./o 

Then the equation (A) has a positive entire solution u G C4{UN) satisfying (4.4). 

P roo f of T h e o r e m 4.1. We give a proof only for the case where 1 < p -̂  2. 
Using (3.1), (F5) and the Lebesgue convergence theorem, we can choose k > 1 so 
that 

(4.7) 
Ci(N,p){[ mm{s,sN-1Ms,k-1qN,p(s))dsy"1 >k~\ 

\ ^ r 
o2(!V>p)(y00s2P-lғ(SiA.)dЛ'>"1

 0 ) 

where C\{N,p) and C^{N,p) are the constants appearing in Lemma 2.2. Consider 
the mapping 

(4.8) (Vz)(t) = [*pF{.,z)](t), t^O, 

on the set 

Zx = {z e C(K+): k-xqNiP{t) ^ z{t) ^ k, t ^ 0}. 

761 



If z € Zi, then, using (i) of Lemma 2.2 and (4.7), we obtain for t^ 0 

(9z)(t) > C^N^p)^!"mm{s,sN-l}F(s,z(s))dsY~\N^^ 

^ d(N,p)( I mm{s,sN-1}ip(s,k-lqNiP(s))ds) ' qNtP(t) ^ k-xqN,p(t), 

(&z)(t) ^ C2(N,p)(J~ s^-1F(s,z(s))dsY~1 

^C2(N,p)f f°° s2p-lF(s, k) dsY'1 ^k. 

This shows that <g maps Z\ into itself. We can show the continuity of <£ and the 
relative compactness of &(Zi) in the topology of C(R+) as in the proof of Theorem 
3.1. Therefore there exists z e Zi such that z(t) = [^pF(-,z)](t), t ^ 0, by the 
Schauder-Tychonoff theorem. With this z(t) define 

v(x) = z(\x\), w(x) = [^p^(-,k-1^,p)]( |a; |) , x G UN. 

We then have 

v(x) = [*pF(;z)](\x\) > [*p¥>(-, k-\NtP)}(M) = M 4 

and 

-Av(x) = (VF(-,z))^(\x\) > (^(• ,fc-1gN ,p))^r( |a; | ) = -Aw(x) 

for x € UN. Furthermore if, for any fixed x 6 M.N, a satisfies v(x) ^ a ^ w(x), then 

A((Av(x))^~1)*) = -A(-Av(x))p~1 = F(x,v(x)) 

^ F(x,a) ^ f(x,a) ^ y>(|x|,cr) ^ <p(\x\,w(x)) 

> <p(\x\,k-lqN,p(\x\)) = - A f - A ^ x i r 1 = A((Aw(x))^~^)-

From Theorem 1.1 it follows that (A) has an entire solution u such that v(x) ^ 
u(x) ^ w(x) and -Av(x) ^ -An(x) ^ -Aw(x) for £ e LR̂ . The decaying property 
(4.4) of u follows from the fact that v(x), w(x), Av(x) and Aw(x) tend to zero as 
|re| -> oo, which is easily verified. That u e C4(IRN) has already been observed in 
the remark following Theorem 3.L • 
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P r o o f of T h e o r e m 4.2. We restrict our attention to the case where 1 < 

p ^ 2. We define 

<Po(t,u) = Co(t)<p(t,u), (t,u) eU+x U+, 

where Co is a function of class C^C(R+) such that 0 < Co(t) -̂  1 for 0 ^ t -̂  1 and 
£0(£) = 0 for t ^ 1, and consider the function 

zo(t) = [*pV)o(.,l)](t), t^O. 

Since <po(-, 1) G Ljv-i ( n o t e t n a t <Po(t, 1) = 0 for t ^ 1), from Lemma 2.3 we have 

(4.9) aiqN,p(t) ^ *0(£) < oc2qN,p(t), t ^ 0, 

for some positive constants a i and a2 depending only on N and p. We claim that 
there exists a constant fc > 0 such that 

(4.10) F(t, ka2qNiP(t)) > kp~Vo(*, 1), 

(4.11) <p(t, ( f ca i ) - ^ iM) ^ kp~l<po(t, 1) 

for t ^ 0, where M = sup[^pF(-, (l/v,P)](£)- These inequalities hold trivially for t^ 1. 

So, we suppose that 0 -̂  t ^ 1. Let K > 0 be any constant. Then form (4.3) it 

follows that for all small A > 0 

(4.12) <p(t,X~^) ^KXp-\ 

From this with K = max <po(t, 1), we can take a constant fc > 0 (sufficiently small) 

such that fca2 < k"p-1 and <p(t, fc-^-1) ^ fcp_1<D0(£, 1). Using the decreasing prop­
erty of F and </? in w, we then obtain 

F(t,ka2qN,p(t)) = F(t,ka2) > F(t,k~^) ^ <p(t,k~^) ^ fcp~Vo(M), 

which proves (4.10). Substituting A = fcaiM- <? and K = a\~~vM * 
max <po(t,l) into (4.12), we have <p(t, (ka\)~ v-1 M) ^ fcp_1 max <D0(£,1), which 

proves (4.H). Thus a constant fc > 0 can be chosen so that (4.10) and (4.11) hold 
for all t ^ 0. 

763 



We now define the functions v(x) and w(x) by 

(4.13) v(x) = [«PF(-,kz0)](\x\), w(x) = fc*0(M), ^G RN. 

That u(x) is well defined follows from (3.1) and (4.9). These functions become a 
supersolution and a subsolution of (A) satisfying the conditions of Theorem 1.1. In 
fact, using (4.9) and (4.10) we have 

v(x) ^ [<HpF(;ka2qN,p)](\x\) > k[VPv0(',l)](\x\) = kzo(\x\) =w(x), 

-Av(x) = [9F(;kzo)]&(\x\) > [9F(-,ka2qNtP)]^(\x\) 

> * [ * ^ o ( - , l ) ] ^ ( W ) = -Aw(x), x e RN. 

On the other hand, using the decreasing property of <p in u combined with (4.11) 

and the inequalities 

F(t, kzo(t)) < F(t,kaxqNtP(t)) < (*ai)- 'F(t ,qN t P( t)) , t > 0, 

following from (4.2), we see that 

(4.14) <p(\x\M*)) = <p{\*\,[*pn;k*o)K\x\)) 

><p(\xl(kai)-&[9pF{-,qN,p)](\*\)) 
> <p(\x\, (tei)"?-TAf) ^ fcp-Vo(k|, 1), x 6 RN. 

Let x £ RN be fixed and let a be such that v(x) ^ a ^ w(x). It follows from (4.13) 
and (4.14) that 

A((&v(x))(r-»*) = F(\x\,w(x)) > F(\x\,a) > f(x,a) 

2 <pQx\,<r) 2 V{\x\,v(x)) > F - V o ( M , l ) = A((Aw(x))^~l>). 

Therefore, by Theorem 1.1, there exists an entire solution u G C4(RN) of (A) with 
the property that v ^ u ^ w and —At; ^ -Au ^ -Auv in RN, which implies that u 

and Au tend to zero as \x\ -> oo. This completes the proof of Theorem 4.2. • 

No information about the exact order of decay of the entire solutions is available 
from the proofs of Theorems 4.1 and 4.2. It is possible to give conditions under 
which (A) possesses a positive entire solution having the same order of decay as the 
function qN,p(t) defined by (2.5). 

Theorem 4 .3. Let p > 1 and N > 2p and suppose that either (F5) or (FQ) is 

satisfied. If there is a constant c > 0 such that 
/•OO 

(4.15) / tN-xF(t, cqNtP(t)) dt < 00, 
Jo 

764 



then (A) possesses a positive entire solution u € CA(RN) such that 

K1QNA\X\) ^ v(x) ^ kxqNtP(\x\), 

(4.16) 2-N 2-N 
k^lxlr^ ^ -Au(x) < k^xlr^, x 6 UN, 

for some positive constants ki and k2. 

P r o o f . Suppose that (F5) holds. Take a constant k > 0 such that 

^(^^^"min^^^^M^fc-^^^^d^V'"1 >k~\ 

C3(N,p)(f max{s,sN-l}F(s,kqN,p(s))ds) < fc, 

where C\(N,p) and C3(N,p) are the constants indicated in Lemma 2.3. This is 
possible because of (F5) and (4.15). Let the set Z2 be defined by 

Z2 = {z € C(R+): k~lqN,p(t) < z(t) ^ kqN,p(t),t > 0}. 

Consider again the mapping <S used in the proof of Theorem 4.1 (cf. (4.8)). Then, 
it can be shown without difficulty that <& send Z2 continuously into a relatively 
compact subset of Z2. So, there exists a fixed element z of <S in Z2. With this z 
define 

v(x) = z(\x\), w(x) = [*P(D(-, fc-^iv.pJKkl), -r € RN. 

Then, proceeding as in the proof of Theorem 4.1, we can prove that v(x) and w(x) are 
a supersolution and a subsolution of (A) satisfying the requirements of Theorem 1.1, 
so that there exists an entire solution u £ C4(UN) such that v ^ u ^ w and 
-Av ^ —Au ^ —Aw in RN. That u satisfies (4.16) is a consequence of the fact that 
both v and w have the same type of asymptotic behavior as \x\ -•> 00. 

Suppose that (Fe) holds. Since the condition (4.15) is stronger than (4.5) and (4.6), 
we can proceed exactly as in the proof of Theorem 4.2 to establish the existence of a 
positive entire solution u of (A) lying between the functions v(x) and w(x) defined by 
(4.13). Lemma 2.3 shows that under (4.15) these v(x) and w(x) behave like positive 
constant multiples of qNiP(\x\), and so the solution u obtained is shown to have the 
desired asymptotic property (4.16). This sketches the proof. The verification of the 
details is left to the reader. D 
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5. EXAMPLE 

An example illustrating the above theorems is given below. 

Example. Consider the equation 

(5.1) A(\Au\p~2Au) = a(x)\u\r~2u 

in UN, where p > 1 and r e U are constants, and a(x) is a function of class C^C(UN). 
This is a special case of (A) in which f(x,u) = a(x)\u\r~2u. The condition (Fi) is 
satisfied with the choice of F(t, u) = a*(t)ur~l, where a*(t) = max |a(x)|. It is easy 

|x|=t 
to see that 

(F2) <=> r > p, (F3) «-=> 1 < r < p and (F4) «==.> r < 1. 

In what follows we suppose that N > 2p. 

Theorem 3.1 applied to (5.1) yields the following statement concerning the exis­

tence of uniformly positive entire solutions. 

I. Let r 7-= p. Suppose that if 1 < p ^ 2 then 

/•OO 

(5.2) / t2p~1a*(t)dt<oo 
Jo 

and that if p > 2, then there is p' such that p' > p, N > 2p' and 

/•OO 

(5.3) / * 2 p ' - V ( * ) d * < o o . 
Jo 

Then (5.1) has infinitely many positive entire solutions u satisfying 

(5.4) lim u(x) = constant > 0, lim Au(x) = 0. 
\x\—>-oo |x|—>oo 

In order to discuss the existence of decaying entire solutions it is necessary to 
assume that a(x) > 0 throughout UN. We note that if 1 ^ r < p the condition 
(F5) is satisfied with the choice <p(t,u) = a*(t)ur~l and F(t,u) = a*(t)ur~l, where 
a*(t) = min a(x) and a*(t) = maxa(a;). On the other hand, the condition (F6) is 

|x| = t |x |=£ 

shown to hold with the same choice of (D and F if r satisfies 2 — p < r < 1; for 
example, it suffices to take Q = 1 — r in (4.2) and (4.3). The results which follow 
from Theorems 4.1-4.3 applied to (5.1) with positive a(x) are listed below. 
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II. (i) Let 1 ^ r < p. If (5.2) or (5.3) holds according to whether 1 < p ^ 2 or 

p > 2, then (5.1) has a positive entire solution u such that 

(5.5) lim u(x) = lim Au(x) = 0. 
|x | -»oo |x|—»-oo 

(ii) Let 2 — p < r < 1. Suppose that if 1 < p ^ 2, then 
/•OO 

(5.6) / i 2 p - 1 a*(^ ) (^ , P W) r - 1 dt < oo 
Jo 

and that if p > 2, then there is p' such that p' > p, N > 2p' and 
/•OO 

(5.7) / t2p'-1a*(t)(qNtP(t))r-1 dt < oo. 
Jo 

Then (5.1) has a positive entire solution u satisfying (5.5). 
III. Suppose that either l - ^ r < p o r 2 — p < r < 1. 
(i) If 1 < p < 2 - % and 

/•OO 

(5.8) / tf-^-W-Va'WdtKoo, 
Jo 

then (5.1) has a positive entire solution u of class C4 satisfying 

(5.9) K1\x\l~N ^ u(x) ^ k1\x\l~N, x e UN, 

(5.10) Jfc^1|z|.rr ^ -Au(x) ^ fcsixir11', x e uN, 

for some positive constants ki and k2 • 
(ii) If p = 2 - jjr and 

/•OO 

/ ^ - ^ ^ ^ ^ - ^ ( l o g t O ' - ' a ' W d t < oo, 
Jo 

then (5.1) has a positive entire solution u of class C4 satisfying 

(5.11) k^\x\l-Nlog(e\xU) ^u(x) < ki|o;|2-Nlog(e|x|*), x G UN, 

and (5.10) for some positive constants ki and k2-
(ii) If 2 - % < p < % and 

(5.12) rt^-^^a^dt <oo, 
Jo 

then (5.1) has a positive entire solution u of class C4 satisfying 

(5.13) k^1\x\^=r ^u(x) O i M - / 3 1 " , x e UN, 

and (5.10) for some positive constants ki and k2-
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