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ON CARATHEODORY VECTOR LATTICES 

JAN JAKUBIK 

(Communicated by Anatolij Dvurečenskij ) 

ABSTRACT. To each generalized Boolean algebra B there corresponds a vector 
lattice V] this correspondence goes back to Gofman. In general, B cannot be 
uniquely reconstructed from V. In this paper we investigate pairs of generalized 
Boolean algebras B and B' which generate the same vector lattice V. Further, 
we deal with the relations between the internal direct product decompositions of 
V and B. 

1. Introduction 

G o f m a n [4] investigated the elementary Caratheodory functions corre
sponding to a Boolean algebra B; the author [5] applied this notion for dealing 
with cardinal properties of lattice ordered groups. 

The elementary Caratheodory functions corresponding to a Boolean algebra 
B are defined in [4] to be forms 

tti b-, -+• • • • -f- a b , 
1 1 ' ' n n ' 

where a{ are reals and bt are elements of B (i = 1,2,..., n) with appropriately 
defined operations and relations. 

In the same way we can define the elementary Caratheodory functions corre
sponding to a generalized Boolean algebra B (for the sake of completeness the 
definition is recalled in Section 2 below). These were applied by the author [7] for 
studying sequential convergences on generalized Boolean algebras. We denote by 
C(B) the vector lattice of all elementary Caratheodory functions corresponding 
to B. The relations between higher degrees of distributivity of B and of C(B) 
were considered by the author [10]. 

2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Primary 46A40, 06F20. 
Keywords : elementary Caratheodory function, vector lattice, generalized Boolean algebra, 
Specker lattice ordered group, direct product decomposition. 
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Let C be the class of all vector lattices V such that there exists a gener
alized Boolean algebra B with V ~ C(B). The elements of C will be called 
Caratheodory vector lattices. 

In Section 2 we show that a Caratheodory vector lattice V can be charac
terized by the following condition: 

(a) There exists a generalized Boolean algebra B such that 
(i) B is a sublattice of the underlying lattice £(V) of V\ 

(ii) the least element of B coincides with the neutral element 0 of V; 
(iii) each nonzero element x of V can be represented as 

x = a1b1+-- + anbn, 
where a • are nonzero reals and b- are nonzero elements of B. 

If the above conditions are satisfied, then we say that (V, B) is a correct pair. 
There can exist a generalized Boolean algebra B' 7-. B such that (V, B') is a 
correct pair as well. The description of all such B' is given in Section 3. 

If the condition (iii) is modified in such a way that all ai are assumed to be in
tegers, then we obtain the notion of the Specker lattice ordered group correspond
ing to B\ let us denote it by S(B). Specker lattice ordered groups were investi
gated by C o n r a d and D a r n e l [2]; cf. also C o n r a d and M a r t i n e z [3], 
and the author [8]. 

In Section 4 we prove that each direct product decomposition of a Caratheo
dory vector lattice has only a finite number of nonzero direct factors. The same 
result holds for Specker lattice ordered groups. 

The relations between internal direct product decompositions of _B, C(B) 
and S(B) are dealt with in Section 5. 

2. The class C1 

For the notation and the terminology concerning lattices, lattice ordered 
groups and vector lattices, cf. B i r k h o f f [1], and L u x e m b u r g and 
Z a a n e n [11]. 

We start by recalling the definition of elementary Caratheodory functions 
corresponding to a generalized Boolean algebra B (cf. [1], [3], [4]). 

We denote by C(B) the system consisting of all forms 

/ = a,b, + • • • + a b , 
J 1 1 n n 

(where a{ are nonzero reals, b{ G B, bi > 0, b^ A b{^ = 0 for any i(l),i(2) G 
{ 1 , 2 , . . . , n } , z(l) 7-: i(2), and of the "empty form". If g is another such form, 

g = a[b\ + ••• + a'mb'm, 
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n m 

then / and g are considered as equal if V bi = \J b'- and if a{ = a', whenever 
b, Ab ' > 0 . i=l i=1 

For b, b' G B let b — x b' be the relative complement of 6 A b' in the interval 
[0, b]. If / and g are as above, then we put 

n m n • m \ 771 • n \ 

/+5 = EE(°«+fli)^A^ + Ea*(^-iV^)+EoH6i-iVO 
i = l j=l i = l V j = l ' j=l V i=l ' 

where in the summations only those terms are taken into account in which 
771 71 

a{ + a'- ^ 0 and the elements b{ A 6'., ^ — 1 V 6'., b', —1 V 6f are nonzero. The 
j=i i=i 

empty form is considered to be the neutral element of C(B) (with respect to 
the operation + ) and it is identified with the element 0 of B. If b is the neutral 
element of C(B) and a G 1R, then we put ab = b. If 0 G R and b G 5 , we 
set Ob = 0 G C(B). Each element b e B is identified with lb G C(B); hence 
B C C(B). If / is as above and a G M, then we put a / = ( a a ^ ^ - l | -(aan)bn . 
Under this definition, C(B) is a vector lattice; its elements are called elementary 
Caratheodory functions corresponding to B. 

Let us remark that we have the same symbol for the zero element of E, the 
least element of B and the neutral element of C(B); the meaning of this symbol 
will be always clear from the context. 

Now let us denote by C1 the class of all vector lattices V satisfying the 
condition (a) from Section 1. Further, let C be as in Section 1. The aim of the 
present section is to verify that CX=C. 

For V G Cx we apply the above formulated remark concerning the different 
meanings of the symbol 0. 

An indexed system {x{}ieI of elements of a vector lattice V is called ortho
gonal (or disjoint) if x{ — 0 for each i € I and x ^ A x{^ = 0 whenever i(1) 
and i(2) are distinct elements of I. 

LEMMA 2 .1 . Assume that V G Cx and let 0 ^ x G V. Then there are n G N, 
O ^ o ^ M , 0^b{e B (i = 1,2, . . . , n ) such that 

x = a1b1 + - . . + a n b n (1) 

and the system {bi}i=1 2 n
 Z5 orthogonal. 

P r o o f . In view of the assumption, the element x can be expressed in the 
form 

x = a\b\ H \- a' b' 
1 1 • ' mm 

where a', are nonzero reals and b', are nonzero elements of B for j = 1, 2 , . . . , m. 
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We proceed by induction on m. For m = 1, our assertion is valid. Suppose 
that m > 1 and that the assertion is valid for m — 1. Put 

y = a\b\+-- + a' -6' - . 
^ 1 1 m—1 7n—l 

If j / = 0, then the assertion under consideration holds. Suppose that y ^ 0. 
Thus y can be expressed as 

Jivii i i .-J'k" 
J/i = a l bl "* h ttt ot , 

where 0 ?- a'fc
; G R, 0 ^ 6JJ G £ for k = 1,2, . . . , t and the system (6Jc')1<A:<t is 

orthogonal. Put 
b = b'lv---Vb>;, bAbn = bnl 

and let 6n2 be the complement of 6n l in the interval [0,6n] of B. This comple
ment exists, since 6, 6n and 6n l belong to B. We have 

bAbn2 = bA{bn2Abn) = {bAbn)Abn2 = bnl Abn2 = 0 . 

Thus 6" A 6n2 = 0, . . . , b" A 6n2 = 0 and hence the system {6 ' / , . . . , 6", 6n2} is 
orthogonal. Further, 

^ i = ^ „ i A 6 = 6 n l A(6 ' 1 'V . . .V6; ' ) = ( 6 „ 1 A 6 ' 1 ' ) v - - - V ( 6 n l A 6 ' / ) . 

For k G { 1 , 2 , . . . ,£} put 6£ = 6n l A b'k and let 6^ be the complement of b*k in 
the interval [0,6^] of B. Hence 

U" = Ч. v ъ*kl = 4 + 4!, 

У = E<4 
t 

+ E akKi' 
k=l k=l 

anbn = an(&nl + bn2) = an6nl + an6n2 = E anK + anbn2 i 
k=l 

t t 

x = V + " A = E « ' + 0 4 + E a'fc'4i + «„6„2 • (2) 
k=l k=l 

The system ( 6 1 ? . . . , 6£, 6 1 1 5 . . . , 6^, 6n2) is orthogonal. Now it suffices to omit 
all members on the right side of (2) with a'k + an = 0, 6£ = 0, 6£x = 0 or 
6n2 = 0. We obtain the desired expression for x. • 

For any vector lattice V and any element x of V we denote, as usual, x+ = 
x V0, —x~ = x A0. The following assertion can be verified by a simple calculation; 
we omit the proof. 
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LEMMA 2.2. Let I = {1,2, . . . , n} and let (x{)ieI be an orthogonal system 
of elements of a vector lattice V. For each i G I let y{ G V such that either 
Vi = xi or Vi = ~~xi. Put I1 = {iel : j / . = _ . } , I2 = {i el : y{ = - _ . } , 
y = yx + • • • + yn • Then 

y+ = Yl Vi' ~y~ = _Z Vi' M = !">*• 
*GIi iGI2 iGI 

In the remaining part of this section we assume that V is a vector lattice 
belonging to C1. 

Under the notation as above, we say that (1) is a regular representation 
of the element x. Let y be another nonzero element of V having a regular 
representation 

v = a\ b\ H h a' b' . 
* 1 1 ' ' m m 

Put I = {1,2, . . . , n} , J = {1, 2 , . . . , m}. 

LEMMA 2.3. Assume that x = y. Then 

iei jeJ 
(ii) z/ ^ A b'j > 0 /or sorae i e I, j e J, then a{ = a'-. 

P r o o f . In view of the assumption we have \x\ = \y\. Hence according to 2.2 
we get 

\*A\ + --- + KK\ = KK\ + --- + WJJ-
Since 1̂ 6-1 = l a ^ , | a ^ | = \a'j\bj, we obtain 

Kl&i + • • • + Kl&„ = MWi +••• + WmWm • (3) 
m 

(i) Put V b'j = b'. Let i G I. Denote b' A b{ = c1 and let c2 be the 
i = i 

complement of cx in the interval [0, bj of i? . Then 0 = cx A c2 = b' A c2, whence 
6' A c2 = 0 for each j G J . This yields |ajc2 A |a |̂b'- = 0 for each j G J . Hence 
Klc2 A M = 0- On the other hand, 0 — \a{\c2 = \ai\bi and thus |ajc2 = \x\. 
Since |y| = |x|, we get c2 = 0, whence bi = b'. Thus V ^ _ V ^ • Similarly 
we obtain the dual relation. ieI ieJ 

(ii) We denote 

Ix={iel: a- > 0} , I2 = {iel: a. < 0} , 

J1={jeJ: a'j > 0} , J2 = {jeJ: a!. < 0} . 

In view of 2.2 we have 

x+ = 5_ a A ' ~x~ = E a A ' 2/+ = 5_ a i 6 i ' -2/" = _Z aj6i • 
i€I i iGI2 jGJi jGJ2 
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Since x = H, we get x+ = y+, x~ = ? / - . It is well known that x+ A (#"") -= 0 . 
This yields that whenever i G I1 and j e J2) then ^ A 6̂  = 0. Similarly, if 
z G I2 and j E Jx, then b{ Abf, = 0. 

Let z(l) G Ix and j ( l ) G J x ; assume that bi(1) A b'(1) > 0. Denote cl = 
bi(i) A b'j(i)' There exists c2 G B such that c2 is the complement of cx in the 

interval [0,£/.(1)] of 5 . We get 

a i(D c i =ai(i)bi(i) =x+ = y+, 

ai(i)ci = ai(i)ciA y+ = ai(i)ciA ( E a'jb'j) 

= ai(Dci A ( V a'jb'j) = V K D C I Aa?'j) 
\ Ad T. ' ~<Z T. KjeJi ' jeJi 

Since cx — b'.(1x, we obtain cx A b'- = 0 whenever jf G Jx, j 7-- .1(1); for such 3 
we have also 

a i ( i ) c i A a j & j = 0 -

Hence ai(1)C1 = a i ( 1 )cx A aj(i)^7(i) • From the definition of c2 we get 
b'j(i) = c i V c2> Ci Ac2 = 0, 

therefore 

a i ( l ) C l = a i ( l ) C l A ( a j ( l ) C l V a j ( l ) C 2 ) = a z ( l ) C l A a j ( l ) C l » 

since a-^Cj A a'.(1)c2 = 0. Thus a-(1)c1 ^ ajM)ci a i-d so a i (1) ^ a'j(i)- A n a l ° -
gously we obtain the dual relation, whence a i (1) = a'.(1x. 

By the same method we can deal with the situation when i{\) G I2 , j ( l ) G J2 , 
6 i ( 1 ) A 6 ; . ( 1 ) > 0 . D 

LEMMA 2.4. Le£ x,y £ V be expressed as above. Assume that the conditions 
(i) and (ii) /rora 2.3 are satisfied. Then x = y. 

P r o o f . Let i G I. In view of the condition (i) we have 

j 

Analogously, for each j £ J 

bi = biA(\/b>) = \f(biAb>j)=-:(biAb>). 
KjeJ ' jeJ jeJ 

r each j £ J 

* ; = ^ A ( V O = V(&;AM=E(M&;)-
v iGI ' iei iei 

Hence we obtain 

* = EEa^A&;)> y = EE«;- (^) -
ieijeJ jeJ iei 

Thus in view of the condition (ii) we get x = y. • 
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LEMMA 2 .5. Let x and y be as above. For i G I let c{ be the complement of 

the element cix = b{ A ( V V>) in the interval [0, bj of B. Similarly, for j G J 
S'eJ JJ 

let c'- be the complement of the element c'.-_ = b'- A ( V bi) in the interval [0, b'A 

of B. Then 

iei jeJ iei jeJ 

P r o o f . For each i G I we have b{ = ca V c{ = cix + c{. Further 

c a = V(6iA6J) = E( 6 * A 6 J) . 
jeJ jeJ 

aA = ai (cn +ci)=J2 ai (bi A b'j) + a ^ c i ' 
jeJ 

iei jeJ iei 

Similarly we obtain 

y = ££°i(^6.)+2>#-
jGJ iG I jGJ 

Therefore the formula (4) is valid. D 

LEMMA 2.6. Let x be as in (1). Then x > 0 if and only if a{ > 0 for i = 
1 ,2 , . . . ,n . 

P r o o f . If a{ > 0 for i = l , 2 , . . . , n , then clearly x > 0. The converse 
assertion is a consequence of 2.2. D 

P R O P O S I T I O N 2.7. We have C = Cl. 

P r o o f . Assume that V1 G C. Then from the definition of C we immediately 
obtain that the conditions (i), (ii) and (iii) from Section 1 are satisfied. 

Conversely, assume that V belongs to Cx. From 2.1, 2.3-2.6 and from the 
definition of elementary Caratheodory functions corresponding to the generalized 
Boolean algebra B we obtain that V belongs to C. D 
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3. Correct pairs 

In this section we assume that V is a vector lattice belonging to the class Cx 

and that B is a generalized Boolean algebra such that (V, B) is a correct pair. 
Our aim is to characterize all generalized Boolean algebras B' such that 

(V, B') is a correct pair as well. 
The case B = {0} being trivial, we will suppose that B is not a one-element 

set. Hence also V 7-- {0}. 
Let T be a nonempty set of indices and for each t G T let Xt be an ideal of 

B such that the following conditions are satisfied: 

(a) Whenever t(l),t(2) G T, t(l) 7- t(2), then I t ( 1 ) n l t ( 2 ) = {0}. 
(b) If 0 < b G B, then there are distinct elements t l r . . , t n G T and nonzero 

elements b'v ..., b'n with b^ G Xt (i = 1,2,..., n) such that b = b[W 
•••V6'n. 

LEMMA 3.1. If 0 < b G B, then the representation of b in the form described 
in the condition (b) is uniquely determined. 

P r o o f . Assume that Tx and T2 are nonempty finite subsets of T such that 

b = \j bt, 0 < bt G Xt for each teTx, 
tGTi 

b= \J b's, 0<b'seXs for each seT2. 
ser2 

Let t(l) G Tx. Then 

bt(D = b t ( i ) A 6 = V OV)A 6^) • 
3GT2 

Hence there exists s e T2 with 6t(1) A b'5 > 0. Then we must have s = t ( l ) , 
5; / t(l) for s' G T2, s' -̂ 5. Thus 6t(1) A b^ = 0 and 

bt(i) = bt(i) A K . 

whence bt(1) _ br
5. Further, we proved that Tx C T2. By analogous argument we 

obtain T2 C Tx and 6;
s = 6 t (1). D 

For each t G T let ct be a positive real such that ct(1) 7̂  ct(2) if *(1) ai-d 
t(2) are distinct elements of T. Put 

Yt = ictxt: xt^Xt}-
Hence we have 

Yti n Yt2 = {0} whenever t^t2eT, *i 7̂  *2 • 
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We denote by B' the set of all elements x G V such that either x = 0 or x 
can be expressed in the form 

x = y1V---Vyn, (*) 

where yx G YJ(1), . . . , yn G F t ( n ) , and £(1) , . . . , £(n) are elements of T . 

LEMMA 3.2. Let t eT. Then Yt is a sublattice of £(V) isomorphic to Xt. 

P r o o f . Let y1,y2 G Yt. There exist x1,x2 G Xt with y{ = ctx{ (i = 1,2). 
Then yxV y2 = ct(x1 V x2) G Yt and yx Ay2 = ct(x1 A x2) G YJ. The mapping 
x \-> ctx is an isomorphism of Xt onto F^. • 

In view of 3.2, Yt is a generalized Boolean algebra. 

LEMMA 3.3. B' is a sublattice of £(V). 

P r o o f . Let x, x' G B'. Hence there are t(l),..., t(n), 5 (1 ) , . . . , s(m) G T , 
and elements yx G Yt{1), . . . , yn G y t ( n ) , yi G Y; (1 ), . . . , y'm G Ys(m) such that 

x = ViV'~vvn> ^ = y i v - - - v ^ . 

Then xVx' = y1V--VynVy'1V---Vy'm belongs to £ ' . Further, 

x A x' = \/ (y{A y'j) , 
ieijeJ 

where / = { 1 , 2 , . . . , n } , J = { l , 2 , . . . , m } . If *(x) ^sfj), then yiAy,
j = 0 . If 

t(i) = s(j), then in view of 3.2 we have yi A y'j G 3^ ( i ) . Therefore x Ax' belongs 

to B'. • 

LEMMA 3.4. Let t eT. Then Yt is an ideal of B'. 

P r o o f . The relation Yt C B' is obvious. Further, in view of 3.2 and 3.3, 
Yt is a sublattice of B'. Let y G Yt and z G B', z _ y. Hence there are 
t ( l ) , . . . , t ( n ) eT and z, G F < ( 1 ) ) . . . , zn G F t ( n ) with z = z1V-"Vzn. We 
obtain 

2r = z A y = (zx A y) V • • • V (zn A y) . 

If i G { 1 , 2 , . . . , n} and t(i) ^ t, then zi A y = 0; if t(i) = t, then in view of 3.2 
we have z{ A y G Yt. Therefore z eYt. • 

LEMMA 3.5. The lattice B' is a generalized Boolean algebra. 

P r o o f . In view of 3.3 and of the relation 0 G B' it suffices to verify that 
whenever 0 < x G B' and x1 G B', xx _ x, then xx has a complement in the 
interval [0, x] of B ' . 
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Let x and xx satisfy the mentioned assumptions. Let x be as in (*). Hence 

xx = x1 A X = (x1 A Vl) V • • • V (x1 A y n ) . 

According to 3.4 we have xx A ^ G Y^(1), . . . , xx A yn G F t ( n ) . 
Without loss of generality we can suppose that the elements £(1),..., t(n) are 

mutually distinct. Let i G {1,2, . . . , n) = I. Since Yt(i) is a generalized Boolean 
algebra, there exists zi G .Kt(i) such that z{ is the complement of x1 A y. in the 
interval [0, y{] of the lattice Yt^ • Put 

An easy calculation shows that arj is a complement of xx in the interval [0, x] 
of the lattice B'. • 

If v1,...,vn G V, a 1 ? . . . , a n G R, then we say, as usual, that a-^H hanfn 

is a linear combination of elements v1,...,vn. 
Let L> G V, i> 7-- 0. Since the pair (V, J5) is correct, the element v can 

be expressed as a linear combination of some elements b1,...,bm of B. Let 
j G {1,2, . . . , m } . In view of the above conditions (a) and (b), there are 
t(l),. . . ,<(n) G T and b[ G X t ( 1 ) , . . . , b'n G Xt(n) such that ^. = b't(1) V 
• • • V 6wn). Since all Xt are ideals in B, we can assume without loss of gen
erality that the elements t ( l ) , . . . ,t(n) are mutually distinct. Then the system 
{6J(1), • • •, &J(n)} 1s orthogonal, whence b, = 6J(1) + • • • + 6J(n). In view of the 
definition of Yt for t G T we get 

C t ( l )& t ( l ) G y t ( l ) ' • • • > Ct(n)bt(n) ^ Yt(n) ' 

whence %KbJ (1 ) , . . . , c^n)6J(n) are elements of J5'. 

Summarizing, we conclude that each element of V is a linear combination of 
some elements of B'. Hence (by applying 3.3 and 3.5) we have: 

PROPOSITION 3.6. (V, B') is a correct pair. 

The fact that the generalized Boolean algebra B' was obtained by the above 
described construction from the indexed system of ideals (Xt)teT of B and the 
indexed system (ct)teT of reals will be expressed by writing 

B' = f((Xt,ct)t&T). 

LEMMA 3.7. Let V G Cx and let (V,B) be a correct pair. Assume that 0 < b 
G B and that x, y are elements of V such that x Ay = 0, x V y = b. Then x 
and y belong to B. 
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P r o o f . The cases when x = 0 or y = 0 are trivial; suppose that x > 0 
and y > 0. There exist 0 < a{ G R, 0 < a? G R, 0 < b- G -B, 0 < b] G £ 
(i G {1,2,.. . ,n} = J, j G {1,2,.. .,ra} = J ) such that the systems (b{)iGl

 a n d 
(^?) eJ a r e orthogonal a n d 

x = ax\ + • • • + anbn , y = a\b\ + • • • + a°mb°m . 

We have aibi - x and a?b° ^ ?/, whence aibi A a?b9 = 0. This yields that 
a. A b°j = 0 for each i G / and j G J . Thus the system {bv . . . , bn, b°,..., b£j 
is orthogonal. We have 

b = xVy = x + y = axbx + • • • + anbn + a°b° + - • • + anb°m . 

In view of 2.3 we obtain the relations 

b = ъг V • • • V bn v ą V • • •vб°m) 

1 = aг = • • • = «„ = «? = • • • = < 

Thus we get 

x = b1 + --• + ьn = ь1v--••vь„, 

y = òî + .. • + Є = *îv. ••vь° 
m 

Therefoгe x and y belong to ß . 

Now let us assume that {0} ^ V G Cx and that £?, Bf are generalized 
Boolean algebras such that (V, B) and (V,Bf) are correct pairs. 

Let 0 < V e Bf. Since 6' G V, in view of 2.1 there exist 0 < a- G R and 
0 < b{ G B (for i G {1,2, . . . , n} = I) such that the system (^) i G / is orthogonal 
and 

* = - > , & < . 
tGI 

We can also assume that if i(l) and z(2) are distinct elements of 7, then 
a^-x -7-: a^x. Namely, if, e.g., a1 = a2, then a ^ + a262 can be replaced by 
a1bl + axb2 = ax (b1 V b2)

 a n d bx V 62 G -B. 
Further, for each i G I there exist a finite set J{ ^ % and elements 

0 < c0- G R, 0 < bf
{j G £ ' (j G J i ) such that 

jeJt 

Moreover, in view of 2.1 we can assume that all the systems (b{)ieI, (bij)jeJ. 
(i G I) are orthogonal. Without loss of generality we can suppose that 
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^i(i) ^ Ji(2) = ® whenever i(l) and i(2) are distinct elements of I. Put 
J = |J Ji. Then the system (p'-)^eJ is orthogonal as well. We obtain 

iei 

V = E a lC l / l , + ' * ' + E WnjKj ' (+) 
jeJi jeJn 

According to Lemma 2.3 (applied for B') we conclude that axcx. = 1 for each 
j G J ^ . . . , a

n
cnj = 1 ^or e a c k •?' ^ ^n- H e n c e there are 0 < c. G R (i G I) 

such that cx = c2 • for each j E Jx, . . . , cn = c . for each j e Jn. Thus 

61 = Cl E &ii ' * ' ' > bn = Cn E bnj ' 
jGJl jEJn 

We denote 

jGJl j = Jn 

Since, in view of the orthogonality, 

£ ^ = V6ii.--. I X = V^-. 
j€Jl jGJl. jGJn jGJn 

we get that all elements b",..., bj( belong to i?'. We have 

6 |=C i6S , , - , 6» - s -V, - / » . (1) 

For 0 < r G R we denote by Br the set of all elements b G B such that rb e B'. 
In view of (1), there exist 0 < r G R with Br ^ 0; let i?0 be the set of all such 
reals r. 

LEMMA 3.8. Let r eR0, b e Br and b[ e B, 0 < b? < b. Then b\eBr. 

P r o o f . There exists b\ G B such that b\ A b\ = 0, b\ V b\ = b. Then we 
have 

rb\ A rb{ = 0, rb° V rb\ = rb e B'. 

According to 3.7 (applied for B') we get rb\ G B', whence b\e Br. D 

LEMMA 3.9. Let reR0, beBr, b° eBr. Then b V b° G -Br. 

P r o o f . Since rb G .B' and rb° G J3' we get r(b V b') = rb V rb° G -B'. Thus 

bvb°eBr. D 

Put .6° = Br U {0}. In view of 3.8 and 3.9 we get: 

LEMMA 3.10. Let r e R0. Then Br is an ideal of B. 

From the definition of Br we immediately obtain: 
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LEMMA 3.11. Let rx,r2e R0, rx ^ r2 . Then B^ f) JB°2 = {0}. 

For each r G R0 we denote 

Zr = {rbr: br&B°r}. 

If rx, r2 are distinct elements of R0, and bri G Bri, br2 G J3 r2, then in view 
of 3.10 and 3.11 we have br Abr = 0 , whence r-2) A r0b = 0. Therefore 

r\ r2 ' l r i Z r2 

^ n ^ r 2 = {0}. 
Let 6' G -B' be as above. Since the elements a 1 , . . . , a n are distinct, the 

elements c 1 ? . . . , cn are distinct as well and so are the elements rx = c±l, . . . , 
rn = c-1 . In view of (1), { ^ . . . . . r j C i?0 and b'{ € l ? r i , . . . , 6£ € Brn. 
Hence, under the notation as above we have (cf. the relation (+)) 

b' = y'{ + -.. + y'n- = y';v.-.Vy'n-. (2) 

This is analogous to the relation (*). 
We will speak about a positive linear combination meaning a linear combi

nation with positive coefficients. 

LEMMA 3.12. Let 0 < b G B. There exist distinct elements r 1 ? . . . , rn of R0, 
nonzero elements b® GB r . such that b = bj V • • • V bn . 

P r o o f . The element b can be expressed as a positive linear combination 
of a system S of nonzero elements of B' such that the system S is orthogonal. 
Further, each element b' of S can be expressed as a positive linear combination 
of an orthogonal system of nonzero elements belonging to (J Br = Y. 

reRo 

In view of the orthogonality and of the fact that all elements of Y belong 
to B, by using Lemma 2.3 we infer that all the coefficients in the expression of 
b obtained in this way must be equal to 1. Applying again the orthogonality we 
get that the sum can be replaced by the operation of join. According to 3.9 we 
obtain the desired result. D 

PROPOSITION 3.13. Let V G Cl and suppose that (V,B) is a correct pair. 
If (V,B') is an another correct pair, then under the notation as above, we have 
B' = f((Br,r)reRo). 

P r o o f . This is a consequence of 3.10, 3.11 and 3.12. D 

In other words, given a correct pair (V, B), each generalized Boolean algebra 
B' yielding a correct pair (V,B') can be obtained by the construction / . 

PROPOSITION 3.14. Let V eC1. Assume that (V,B) and (V,B') are correct 
pairs. Then B ~ B'. 
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P r o o f . We apply 3.10-3.13 and the notation as above. Let b G B. For 
b — 0 we put (p(b) = 0. Let 0 < b. Consider the representation of b described 
in 3.12. Put R1 = {rv...,rn}. Hence 

b=\/br. (3) 

rGR i 

We put 

*>(&) = V rb°r • ( 4 ) 
rGR i 

Then we have rb® G B' for each r G i?x , whence <p(&) G -B7. 

In view of 3.1, the expression of b in the form (3) is unique, thus the mapping 
(f is correctly defined. Further, from the properties of Zr (r G R0) and from (2) 
we obtain (by using 3.1 again) that ip is a monomorphism. Next, in view of (2) 
we conclude that the mapping ip is surjective. It is easy to verify that for b' G B 
we have 

b^b' <=> <p(b) £<p{b'). 

• 

We also remark that if VliV2 G Cx and (V^-B-J, (V2,B2) are correct pairs 
such that B1 ~ F?2, then Vx ~ V 2 . The proof will be omitted. 

4. Direct product decompositions 

The direct product of vector lattices is defined in the usual way. We apply 
the notation Y\V{ (or V1xV2x - • -xVn if the number of direct factors is finite). 

Let V and V{ (i G I) be vector lattices. If 

V^ЦVІ, (1) 

then we say that the relation (1) is a direct product decomposition of V. 

The consideration of this section would be trivial in the case V = {0}. Thus 
we suppose that V has more than one element. Also, the one-element direct 
factors in (1) can be omitted. The expression "direct factor" below will mean a 
non-zero direct factor. 

The aim of the present section is to show that each direct product decom
position of a vector lattice belonging to C has only a finite number of direct 
factors. 

492 



ON CARATHEODORY VECTOR LATTICES 

PROPOSITION 4.1. Let V and VvV2,...,Vn be vector lattices, V ~ Vx x 
• • • x Vn . Then the following conditions are equivalent: 

(i) vec. 
(ii) All V{ (i = 1,2, . . . , n ) belong to C. 

P r o o f . There exists an isomorphism ip of V onto V1 x • • • x Vn. For x e V 
and i e {1,2, . . . , n) = I we denote by â  the component of tp(x) in VJ. 

a) Assume that V e C. Without loss of generality we can suppose that 
there is a generalized Boolean algebra B such that V = C(B). For i e I put 
&i = iui : b e B}. It is easy to verify that Bi is a generalized Boolean algebra. 
Moreover, the zero element of Vi belongs to Bi; also, Bi is a sublattice of Vi. 
Let 0 7-- y e V{. There exists 0 ^ x e V with x{ = y. Further, there are 
0 7- a. e R and 0 ?- ̂  G -B ( j = 1,2,.. . ,m) such that 

X = a- & • , + • • • -f- a b . 
1 1 ' ' mm 

Then 
y = xi = a1(61). + ••• + a m ( 6 j . . 

Therefore V̂  is equal (up to isomorphism) to C(Bi) and hence Vi G C. 
b) Conversely, assume that V{ belong to C for each i e I. Hence we may 

suppose that there are generalized Boolean algebras B{ with Vi = C(Bi). We 
denote by B the set of all elements z e V such that zi G F^ for each i e I. 
Then B is a generalized Boolean algebra, 0 e B and B is a sublattice of the 
lattice V. 

For each i e I and y G V{ we denote by y the element of V with y{ = y 
and yi(1) = 0 for z(l) G J, i(l) 7̂  i. 

Let z e V. Then we have 

* = «! + • • •+*„ . 
For each i G / there are a\,..., a^/^ G IK, b15..., b1,^ G ^ such that 

z- = alb] -¥-'- + a1 < J? (-\ . 
x 1 1 ' ' 7 n ( i ) m ( t ) 

Hence 

We obtain 

ži = a\b\ + --- + am(i)b, m(i)um(i) 

z = a\b\ + ••• + am(1)bm(l) + ••• + o ^ ř + • • • + am(n)bm(n). 

All elements b\,..., b^(n\ belong to fi. Hence V is isomorphic to C(B). D 
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LEMMA 4.2. Let 0 < x G C(B). There exists m G N such that for each 
0 <b e B we have mb ^ x. 

P r o o f . The element x can be expressed in the form 

s = a161 + --- + an6n 

such that 0 < a{ G R, 0 < 6̂  G J9 for each i G {1,2, . . . , n} = I and that the 
systems {b{}ieI is orthogonal. Let 0 < 6 G B. Choose m G N such that m > a{ 

for each i G I. 
Denote (6X V 62 V • • • V 6n) A 6 = 60 and let 601 be the complement of 60 in 

the interval [0,6] of B. 
For i G I put b\ = bi A 6 and let 6? be the complement of b\ in the interval 

[0,6.] of B. Then we have 

6 = 60V601 , 60 = (6 1 V.. .V6 n )A6 = 6JV. . .V6 n , 6. = b] V b] = b\ + b] . 

Hence we obtain 

x = axb\ + atf + • • • + anbn + anb
2
n + 0601, 

6 = 16} + 06? + • • • + 16n + 06n + 1601, 

mb = mb\ + 06? + • • • + mbn + 06n + ra&01. 

If mb ^ x, then according to 2.6 we would have m = ax, . . . , m ^ an , which 
is a contradiction. • 

LEMMA 4.3. Let 0 < x e C(B), C(B) = Vx xV2, x(V2) = 0. Let x = 
ai^i + " • + a

nbn> 0 < 6- G 5 , 0 < a- G K and suppose that the system 
(bi)i=1 2 n is orthogonal. Then b(V2) = 0 for i = 1,2,..., n. 

P r o o f . By way of contradiction, assume that 6 (̂1 )̂ 7-= 0 for some i G 
{1,2, . . . ,n} = I. Then b{(V2) > 0. Also, ( a ^ . ) ^ ) = a.i(6i(F2)) > 0. Since 
(a-b-)(V2) ^ 0 for each j G / , j ^ i, we get x(F2) > 0, which is a contradiction. 

• 
PROPOSITION 4.4. Let V £ C. Then V cannot be expressed as a direct prod
uct of infinitely many direct factors. 

P r o o f . Without loss of generality we can assume that V = C(B), where 
B is a generalized Boolean algebra. By way of contradiction, suppose that the 
relation (1) is valid and that the set I is infinite. We apply the analogous notation 
as in the proof of 4.1. We can write 

V ~ V1 x V2 x • • • x V'. 

For each n G N there exists yn G Vn with 0 < yn. Then 0 < y™ G V and 
the system (yK)neN 1s orthogonal. We recall that if m G N, m ^ n, then the 
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component of y" in Vm is 0; also, the component of y™ in V is equal to 0. 
The component of y™ in Vn is yn. 

The element y™ can be expressed in the form 

y" = anbn + --- + an , xbn, * 
y w/j v j I | ^772(77,) " m ( n ) 

such that 0 < an G R, . . . , 0 < a£(f l) G R, 0 < 6? G -B, . . . , 0 < 6^ (n) G 5 
and the system {bn,..., &^/n)} is orthogonal. 

Thus from 4.3 we conclude that bn(V) = 0 and bn(Vm) = 0 for each m G N, 
m 7-= n. Therefore we must have ^(V^) > 0. Further, the system (bn)neN is 
orthogonal. 

Since n(6^)(V^) = (nbn)(Vn) we infer that there exists x G V such that 

x(Fn) = n ^ ( F n ) for n = 1,2-..-, and a;(V/) = 0. 

Let m be as in 4.2; choose n > m and let b = bn. Then 

(mb)(V„) = m6?( ig < nbn(Vn) = x(Vn), 
mb(F') = 0 = x(V), 

and for k G N, k ^ n, we have rabCVj.) = 0, ^(V^) > 0. Thus mb = x, which is 
a contradiction. • 

By an analogous method (using only integer coefficients) we can prove 

PROPOSITION 4.5. Let G be a Specker lattice ordered group. Then G cannot 
be expressed as a direct product of infinitely many nonzero direct factors. 

5. Internal direct product decompositions 

Internal direct product decompositions of lattice ordered groups and lattices 
were dealt with, e.g., in [6] and [9]. 

For vector lattices, the notion of an internal direct product decomposition 
can be defined as follows. 

Assume that V is a vector lattice and let the relation (1) from the previous 
section be valid. Also, let ip be as above and let i G / . We denote by Vl° the 
set of all y G V such that <p(y)j = 0 for each j G 7, j 7-= i. Then, in view of the 
induced operations, Vl° is a vector lattice. For x{ G Vi let x%0 be the element 
of Vi0 such that ((/?(xi0))i = x{. Then the mapping 

Vi'-V^V" (*) 

defined by ^ (a r j = re'0 is an isomorphism of V{ onto I^0. For each x € V we 
put 

Vo(*) = (¥>.(.5<)).6/-
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Then, in view of (1), the mapping 

V0:V-+Y[Vt° (V) 
iei 

is a direct product decomposition of V. We say that (p0 is an internal direct 
product decomposition. 

Thus to each direct decomposition ip of V there corresponds an internal 
direct product decomposition ip0 of V such that, up to isomorphism, ip and ip0 

are not essentially different. 
All direct factors in an internal direct product decomposition are subsets 

of V. This yields that the collection of all internal direct product decompo
sitions of V is a set. On the other hand, the collection of all direct product 
decompositions of V is a proper class. 

The definition of the internal direct product decompositions for lattice or
dered groups and for lattices having the least element are analogous. 

For a vector lattice V we denote by s(V) the system of all nonempty subsets 
X of V such that, whenever x,y G X and r G R, then all the elements x — y, 
x A y , x V y and rx belong to X. Under the operations induced from V, each 
X G s(V) is a vector lattice. 

From the definition of the internal direct product decomposition we infer that 
(1) is internal if and only if the following conditions are satisfied: 

(i) all V{ belong to s(V); 
(ii) whenever i G I and xGV^, then x{ = x and x- = 0 for j G I, j ^ i. 

In view of 4.4 and 4.5, we are interested in finite internal direct product 
decompositions of elements of C. If V G C, then without loss of generality we 
can suppose that V = C(B), where B is a generalized Boolean algebra. 

LEMMA 5.1 . Let V be a vector lattice and let Vly..., Vn be nonzero elements 
of s(V). Then the following conditions are equivalent: 

(i) V is an internal direct product of V1,..., Vn . 
(ii) If x eV, then x can be uniquely expressed in the form x = xx H \-xn 

with xx E V j , . . . , xn G Vn. If y is another element of V having the 
analogous expression y = yx + • • •+yn . then x _ y if and only if xx _ y 1 . 

•••>zn^yn-

P r o o f . 

a) Assume that (i) holds. Let ip be the corresponding isomorphism of V onto 
Vx x • • • x Vn. From the definition of the internal direct product decomposition 
we conclude that whenever i G {1, 2 , . . . ,n} = / and z G V{, then (p(z){ = z 
and <p(z)j = 0 for j G / , j 7-= i. 
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Let x G V, <p(x) = (x1,x2,...,xn). Denote x' = xx-\ + xn. We have 

<p(xl) = (xv0,...,Q), . . . , <p(xn) = (0 , . . . ,0 ,x n ) , whence 

<p(x') = <p(xj + • • • + <p(xn) = (xv x2,..., xn) = <p(x). 

Therefore x = x1 H ^x
n-

Assume that, at the same time, x = xl-\ \-xn with xl G V1, . . . , xn G Vn. 
Then 

<p(x) = <p(xl) + • •. + V(xn) = (x 1 , . . . , xn). 
Hence x1 = xx, . . . , xn = xn and thus the expression of x under consideration 
is unique. 

Let y G V have an analogous expression y = y1 -\ h yn. If x1 _ y1, . . . , 
xn _ yn, then clearly x ^ y. Conversely, assume that x _ y. Thus xVy = y. 
From 

¥>(*) = ( ^ , . . . , arn), p(y) = (yx,..., yn) 

we obtain 
<r%) = ^ V » ) = (x1Vy1 , . . . ,a ;nV yn), 

whence yx = x1 V yx, . . . , yn = xn Vyn. Therefore x1=y1,...,xn = yn.Vfe 
verified that (i) -==> (ii). 

b) Assume that (ii) is valid. Let x G V. There exists uniquely determined 
elements x1,...,xn with xx G V1, . . . , xn G Vn such that x = xx H f- x n . 
Put <p(x) = (xx,...,£n). Hence <p(x) G Vj x • • • x Vn and <p is a bijection. Then 
ra^ G V̂  for each i G / , whence (/?(ra;) = r<p(x). Further, if x,2/ G V, then 
(/?(x + y) = <p(x) + (^(y). Therefore (i) holds. • 

For a lattice ordered group G we denote by s(G) the system of all ^-subgroups 
of G. Then the result analogous to 5.1 is valid for G (with the same idea of the 
proof). 

Let B be a generalized Boolean algebra. We denote by s(B) the system 
of all sublattices I of 5 such that 0 G X and X is a Boolean algebra. If 
B is expressed as an internal direct product of a system (-BJ^G/, then clearly 
B{ G s(B) for each ie I. 

LEMMA 5.2. Let B 1 5 . . . , Bn be nonzero elements of s(B). The following con
ditions are equivalent: 

(i) B is an internal direct product of Bx,... ,Bn. 
(ii) If x G B, then x can be uniquely expressed in the form x = xx V • • • V xn 

with xx G B1, ... , xn G Bn. 

P r o o f . 
a) Let (i) be valid and suppose that <p is corresponding isomorphism. Let 

x G B and <p(x) = (x 1 ? . . . , xn). We have 

(p(xj = ( x ^ O , . . . ^ ) , . . . , <p(xn) = ( 0 , . . . , 0 ,x n ) . 
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Thus we obtain 

(p(x1V-'Vxn) =<p(x1)V'-V<p(xn) = ( x 1 , . . . , x n ) =(p(x). 

Therefore x = x1 V • • • V x n . 
If x1 G Bx, . . . , xn e Bn and x = x1 V • • • V xn, then we obtain 

tp(x) = tp(x1)V---V<p(xn) = (x\...,xn)i 

whence x1 = x l 5 . . . , xn = xn, and so the condition (ii) is satisfied. 
b) Assume that (ii) holds. At first we verify that whenever i,j G / , i 7-= j , 

then Bi fl B- = {0}. Obviously, 0 G Bi fl 5 •. By way of contradiction, assume 
that there exists 0 < z G Bi D B-. Put x* = z, xJ; = z and xfc = 0 for k G / , 
* 7̂  & 7̂  i • Further, we set yl = z and yk =0 ioi k e I, k ^ i. Then we obtain 
z = x1 V • • • V x n = y1 V • • • V yn, which is a contradiction. 

Under the notation as in (ii) we put (p(x) = ( x 1 , . . . , x n ) . Then the set 
{xx,..., x n } is orthogonal. The mapping <p is a bijection of B onto Bx x • • • x Bn. 

Let 2 / G B , (p(y) = (y1,...yyn). If xx ^ ^ , . . . , x n = yn, then x ^ y. 
Suppose that x = y and let i G / . Then 

^ .= * = » = S/i V • • • V yn , 

x. = x i A y = (x- A yx) V • • • V (x• A yn). 

Let j G / . I f j 7-- z, then xif\y- = 0 . Thus x{ = xi A y{ and therefore x{ ^ y{. 
This yields that the mapping (/? is an isomorphism. 

Let i e I, x € B{. Put yl = x, yj = 0 for j € I, j ^ i. Then x = 
y1 V - - V yn, whence x^ = x and x • = 0 for j G / , j 7- z. Therefore the 
mapping (̂  determines an internal direct product decomposition of B; hence (i) 
is valid. • 

Remark 5.2.1. Looking at the proof of the implication (ii) => (i) in 5.2 we 
see that the internal direct product decomposition mentioned in (i) is given by 
the mapping (p(x) = ( x x , . . . , x J , where x = xx V • • • V x n (under the notation 
as in (ii)). 

LEMMA 5.3. Let B be a generalized Boolean algebra. Assume that 

<p:C{B)-*V1x--xVn 

is an internal direct product decomposition of C(B). Put (p1 = (p\g (the cor
responding partial mapping defined on B) and B{ = Vi D B for i G / = 
{ l , 2 , . . . , n } . Then 

(px: B -> B1x-xBn 

is an internal direct product of B. 
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P r o o f . Let i e I. In view of ip we infer that V{ is a convex sublattice of 
V containing the element 0. Thus 0 G B{ and B{ is a convex sublattice of B. 
Hence Bi is a generalized Boolean algebra. Further, from the definition of ip we 
easily obtain that V{C\Vj = {0} whenever i and j are distinct elements of 7; 
hence in such case we also have B{ D B- = {0}. 

Let x e B, x > 0. If tp1 (x) = (xx,..., xn), then x = xx + • • • + xn and 
xx _ 0, . . . , xn ^ 0. Since the set {x1 ? . . . , xn} is orthogonal, we obtain x = 
X-L V • • • V xn. If x1 G B j , . . . , xn e Bn and x = x1 V • • • V xn, then x = 
x1 H h x n . In view of the properties of <p we get x1 = x t , . . . , xn = xn. 

Thus according to 5.2 and 5.2.1, (p1 determines an internal direct product 
decomposition of B. • 

Let X be a subset of a vector lattice V. We put 

Xs = {y e V : \y\A \x\ = 0 for each x e X} . 

Then Xs is a polar of V. It is well-known that Xs e s(V). 
Again, let B be a generalized Boolean algebra. For 0 ^ X C B we denote 

by X the set of all elements x G C(B) which can be expressed in the form 
x = a^-i h anbn, where ^ G R and b{ G X for i = 1,2,..., n. 

Assume that i/>: B —r B1 x • • • x Bn is an internal direct product decompo
sition of B. 

LEMMA 5.4. Let i G {1,2, . . . , n} . Then FT = Bfs . 

P r o o f . We have B{ C Bfs. Since Bfs G s(C(.B)), we get B~{ C i?f . 
In view of ^ we have 

Bj=Bs foreach i G *{1,2,... ,n} , j / t . (*) 

Let 0 7-- x G -Bf5. The element x can be expressed in the form x = axb[ + 
h am6n l , where b[,..., bm are nonzero elements of B, ax , . . . , am are nonzero 

elements of R and (in view of 2.1) the system {6^,..., b^} is orthogonal. Then 
we have 

|x| = |a1|6'1 + . . . + | a m ^ = ( K | 6 ' 1 ) v . . . v ( | a m | 0 . 

Consider the element lajb^. We obtain |a1|b
/
1 = |x|, thus \a^\b[ G Bss. Since 

Bfs e s(C(B)), we get b[ G Bf*. 
In view of i/> and 5.2, b[ can be expressed in the form 

bi=6?V...Vbn, 

where 6° G B ^ . . . , bn G B n . If j G 7 = {1,2, . . . , n}, j ^ i and b? > 0, then 
in view of (*) we arrive at a contradiction. Thus b[ =b°{ G B{. Analogously we 
have b' G B4, ..., b' G B, . Hence x G TT-. Therefore Bfs C _T. D 

£ % ' ' 'III z % % — * 
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C O R O L L A R Y 5 .4 .1 . Let i e I. Then ST e s(C(B)). 

LEMMA 5.5. C(B) is an internal direct product of _^", . . . , ~B~n. 

P r o o f . Let O^xeC(B). Then there are av...,am eR and bv...,bm 

e B such that x = axbx + h ambm. Put J = { 1 , 2 , . . . , m } and let j e J. 
In view of ?/), b, can be expressed in the form 6 = \] b-, where bH e B for 

j ^ ji ji i 

i e { 1 , 2 , . . . , n} = I. The system (bj{)ieI is orthogonal, whence V hu = E bji • 
iei iei 

Thus we obtain 

* = E a ^ = ££«A-i = £ £ ^ -
jeJ jej iei ieijeJ 

Put 52 a-b.{ = x•. Then £ • G Bi for each i G / and x = xx-\ h xn. 
jeJ 

If x > 0, then in view of 3.2.1 we have ax > 0, . . . , am > 0. This yields that 
^ , 0 , . . . , xn = 0. 

For any x G F w e put V>i(z) = ( a^ , . . . , xn). Hence ^ is a mapping of C(B) 
into n ^ , / = {l ,2, . . . ,n}. 

i<EI 

Assume that x^ G J5X, . . . , x'n e Bn such that, at the same time, we have 
x = x[ + • • • + x'n. Then 

xx — xx = (x2 — x2) + h (xn — xn) 

and xx— x\ e Bx, x'2 - x2 G B2, . . . , x n - x n G Bn. By applying the facts 
known from proof of 5.4 we obtain 

x^— x^e -Oj , x2 —- x2 e _»!, . . . , xn — xn e t>^. 

Then (x'2-x2) + - • - + (x'n-xn) G B{. Since Bf5nB* = {0}, we get x1-x[ = 0, 
thus x1 = x'x. Similarly we obtain x2 = x'2, ..., x n = x n . 

Let i/ be another element of C(B) and ,ip1(y) = (yv... ,2/n). Thus y = 
j/i H 1- 2/n • If X\ _ 2/i 3 • • •, %n _ 2/n, then clearly x ^ y. Conversely, suppose 
that x — y. Put z = y — x. Let ^ ( 2 ) = (zv... ,zn). Then zt = y{ — xi for 
i G J. Since £ ^ 0, we must have (in view of the case x > 0 considered above) 
zx - 0, . . . , zn _ 0. Hence y{ _ ^ for z G / . 

Now according to 5.1, tp1 determines an internal direct product decomposi
tion of C(B). • 
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Let (p and <p1 be as in 5.3. The basic idea in constructing y1 from <p can be 
described by the correspondence 

vi--->B1 = Y1nB, (a) 
where Vx is an internal direct factor of V = C(B) and B1 is an internal direct 
factor of B. 

Further, the main idea of 5.5 consists in applying the correspondence 

B1--+-, (b) 

where Bx is an internal direct factor of B and Bl is an internal direct factor 
ofC(B). _ 

By applying the correspondence (a) for Bx we get 

~W1^W1nB. 

LEMMA 5.6. Under the denotation as above, we have BxnB = Bx. 

P r o o f . We have clearly B1 C~B^nB. Let x G B~nB. Thus x e_B and 
hence x _ 0. The case x = 0 yields x e B1. Let x > 0. We have x G Bx thus 
there are nonzero mutually orthogonal elements b1,..., bn of Bx and nonzero 
elements a1,..., an eR such that 

x = a1b1 + -" + anbn. 

According to 2.3 we have x = bx V- • • Vbn. Thus x eBx. Therefore R^nB C J5X. 
D 

From 5.6 we immediately obtain: 

COROLLARY 5.7. There exists a one-to-one correspondence between internal 
direct factors of B and internal direct factors of C(B). 

Summarizing, 5.3, 5.5 and 5.7 yield: 

PROPOSITION 5.8. Let B be a generalized Boolean algebra. There exists a 
one-to-one correspondence between internal direct product decompositions of the 
vector lattice C(B) and finite internal direct product decompositions of B. 

By the same method as in 5.1 we obtain: 

LEMMA 5.9. Let G 1 , . . . ,G n be nonzero £-subgroups of a lattice ordered 
group G. The following conditions are equivalent: 

(i) G is an internal direct product of Gx,..., Gn . 
(ii) If x e G, then x can be uniquely expressed in the form x = x -\ \-x 

with x1 G Gx, . . . , xn e Gn. Whenever y = yx H \-yn is such an 
expression for y G G, then x ^y if and only if xx = yx, . . . , x _ y . 
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Now let us consider the lattice ordered group S(B), where B is a generalized 
Boolean algebra. Several results on S(B) can be proved by methods analogous 
to those which were applied for C(B). We have: If 

iP:S(B)^G1x-..xGn 

is an internal direct product of S(B) and B{ = G{C\B (i = 1,2,..., n), then 

<p0:B^B1 x . - x B n 

is an internal direct product decomposition of B. (Cf. 5.3.) 
For each internal direct factor Bx of B we denote by B^ the set of all 

x £ S(B) which can be expressed in the form 

x = a1b1 + -- + anbn, 

where &-_,..., bn G Bx and ax , . . . , an are integers. If 

^ : B -r B1 x • • • x Bn 

is an internal direct product decompositions of B, then 

^ : S(B) -» £* x • • • x Bn 

is an internal direct product decomposition of S(B). (Cf. 5.5; the corresponding 
coefficients in the proof are now assumed to be integers.) 

If Bx is an internal direct factor of B, then B{C\ B = Bx. (Cf. 5.6; again, 
we have to apply integral coefficients.) 

Therefore, similarly as in 5.8, we conclude that there exists a one-to-one cor
respondence between internal direct decompositions of S(B) and finite internal 
direct product decompositions of B. 

As a consequence we obtain that there is a one-to-one correspondence between 
internal direct product decompositions of C(B) and internal direct product 
decompositions of S(B). 
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