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# AN OCCUPANCY PROBLEM WITH GROUP DRAWINGS OF DIFFERENT SIZES 

Saleh M. Mitwalli<br>(Communicated by Gejza Wimmer)


#### Abstract

We consider the classical occupancy problem with group drawings of different sizes. We derive the exact distribution of the number of balls occurring in all sampled groups and its asymptotic behavior. Furthermore, the number of drawings until at most $k$ balls are observed in all samples is studied.


## 1. Introduction

Consider an urn containing $s$ different balls. Groups of $m_{i}$ balls ( $m_{i} \leq s$, $m_{1} \neq m_{2} \neq \cdots$ ) are drawn successively with replacement; in each drawing all $\binom{s}{m_{\imath}}, i=1,2, \ldots$, possible samples of balls are equally likely. Let $U_{j}\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ be the number of balls occurring exactly $j$ times in the first $n$ drawings. Problems concerning the distribution of $\left\{U_{j}\left(s, m_{1}, m_{2}, \ldots\right.\right.$ $\left.\left.\ldots, m_{n}, n\right): j=0,1, \ldots, n, n \in \mathbb{N}\right\}$ or of functions of this sequence are called occupancy problems. Their history can be traced back to DeMoivre, Laplace, and Euler (see Stadje (1990)). For the case $m_{1}=m_{2}=\cdots=m_{n}=1$ we refer to Holst (1986) for a survey and a unifying approach. For arbitrary $m_{1}=m_{2}=\cdots=m_{n}=l>1$ in particular $U_{0}(s, l, n)$, the number of balls that have not shown up in $n$ drawings, has been extensively studied. Harris et al. (1987) derive its finite and asymptotic distribution (in their model each sampled ball has a probability $q \in[0,1]$ of "disappearing" after being drawn). Asymptotic results on $U_{0}(s, l, n)$ can be found e.g. in Mikhailov (1980) and Park (1981). If $s=2 l$, the exact probability distributions of $U_{0}(s, l, n)$ and $U_{n}(s, l, n)$ are equal. In this note we consider $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=U_{n}\left(s, m_{1}, m_{2}, \ldots, m_{n}\right)$, the number of balls occurring in all $n$ sampled groups, which is a generalization of Stadje et al. (1998). We determine its exact distribution and its asymptotic behavior for fixed $n$, as

[^0]$s, m_{1}, m_{2}, \ldots, m_{n} \longrightarrow \infty$. If $\frac{s}{m}, m=m_{1}=m_{2}=\cdots=m_{n}$, is fixed, $U(s, m, n)$ is asymptotically normal, while for fixed $s \prod_{i=1}^{n} \frac{m_{i}}{s}$ it tends to a Poisson distribution. The functional limit theorem for exchangeable random variables and the method of moments are used in the proofs.

## 2. The exact distribution

We derive formulas for the probability distribution of $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ and its factorial moments. Let $(a)_{b}=\prod_{i=0}^{b-1}(a-i)$ for $a, b \in \mathbb{Z}_{+}$and $\mu_{h}=$ $\mathbf{E}\left(\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right)_{k}\right)$.
Theorem (1). We have

$$
\begin{gather*}
\mathbf{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=k\right) \\
=\binom{s}{k} \sum_{i=0}^{\min \left\{m_{1}, \ldots, m_{n}\right\}-h}(-1)^{-i}\binom{s-k}{i} \prod_{l=1}^{n}\left[\frac{\binom{s-k-i}{m_{l}-h_{-i}}}{\binom{s}{m_{l}}}\right],  \tag{1}\\
k=0,1, \ldots, \min \left\{m_{1}, m_{2}, \ldots, m_{n}\right\}, \\
\mu_{h}=(s)_{k} \prod_{i=1}^{n}\left(\frac{\left(m_{i}\right)_{k}}{(s)_{k}}\right) . \tag{2}
\end{gather*}
$$

Proof. We use the inclusion-exclusion formula for the events $B_{j} \quad$ " $j$ is in all $n$ sampled groups", $j=1,2, \ldots, s$. We obtain
$\mathbf{P}$ (exactly $k$ of $B_{1}, \ldots, B_{s}$ occur)

$$
\begin{equation*}
=\sum_{i=0}^{s-k}(-1)^{i}\binom{k+i}{i} \sum_{1 \leq j_{1}<\cdots<j_{k+i} \leq s} \mathbf{P}\left(B_{j_{1}} \cap \cdots \cap B_{j_{k+2}}\right) . \tag{3}
\end{equation*}
$$

Since the $n$ drawings are independent, $\mathbf{P}\left(B_{j_{1}} \cap \cdots \cap B_{j_{l}}\right)= \begin{cases}\prod_{i=1}^{n}\left[\binom{s-l}{m_{i}-l} /\binom{s}{m_{i}}\right] & \text { if } l \in\left\{0, \ldots, \min \left\{m_{1}, m_{2}, \ldots, m_{n}\right\}\right\} \\ 0 & \text { if } l>\min \left\{m_{1}, m_{2}, \ldots, m_{n}\right\} .\end{cases}$

It follows from (3) and (4) that

$$
\begin{aligned}
& \mathbf{P}\left(U\left(. s, m_{1}, m_{2}, \ldots, m_{n}, n\right)-k\right) \\
& -\sum_{1}^{\min \left\{m_{1}, \ldots, m_{n}\right\}} \begin{array}{c}
k \\
(-1)^{i}
\end{array}\binom{k+\imath}{i}\binom{s}{k+i} \prod_{1}^{n}\left[\frac{\left(\begin{array}{cc}
s & h-1 \\
11 & k
\end{array}\right)}{\left(\begin{array}{c}
s \\
i,
\end{array}\right]}\right.
\end{aligned}
$$

which, after a slight simplification, yields (1).
To prove (2), note that the conditional distribution of $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ given $U\left(s, m_{1}, m_{2}, \ldots, m_{n-1}, n-1\right)$ is hypergeometric. Setting $U(n)=$ $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ we have

$$
\begin{equation*}
\mathbf{P}(U(n)=k \mid U(n-1)=j)=\binom{j}{k} \frac{\binom{s-j}{m_{n}-k}}{\binom{s}{m_{n}}} . \tag{5}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbf{E}\left((U(n))_{k} \mid U(n-1)=j\right)=(j)_{k}\left(m_{n}\right)_{k} /(s)_{k} \tag{6}
\end{equation*}
$$

(see Johnson and Kotz [4; p. 81]) and, by (6),

$$
\begin{aligned}
\mathbf{E}\left((U(n))_{k}\right) & =\left[\left(m_{n}\right)_{k} /(s)_{k}\right] \mathbf{E}\left((U(n-1))_{k}\right) \\
& =\prod_{i=2}^{n}\left[\left(m_{i}\right)_{k} /(s)_{k}\right] \mathbf{E}\left((U(1))_{k}\right) \\
& =\prod_{i=2}^{n}\left[\left(m_{i}\right)_{k} /(s)_{k}\right]\left(m_{1}\right)_{k} .
\end{aligned}
$$

## 3. Asymptotic results

For obtaining asymptotic results on $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ the following theorem is crucial.

Theorem (2). Let $s \longrightarrow \infty$ and $m_{i} \longrightarrow \infty$ for all $i=1, \ldots, n$ such that $\lambda_{i}=\lim _{s \rightarrow \infty} \frac{m_{i}}{s}$ exists and $\lambda_{i} \in(0,1)$. Let $\gamma_{n}=\prod_{i=1}^{n} \lambda_{i}{ }^{2}\left(\sum_{i=1}^{n}\left(1-\lambda_{i}{ }^{-1}\right)-1\right)+\prod_{i=1}^{n} \lambda_{i}$. Then

$$
\begin{equation*}
\gamma_{n}=\lim _{s \rightarrow \infty} s^{-1} \operatorname{Var}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right) \tag{7}
\end{equation*}
$$

and for every $\varepsilon>0$,

$$
\begin{equation*}
s^{1-\varepsilon}\left(s^{-1} U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)-\prod_{i=1}^{n}\left(m_{i} / s\right)\right) \longrightarrow 0 \quad \text { in } \quad L_{2}, \quad \text { as } s \longrightarrow \infty \tag{8}
\end{equation*}
$$

Proof. It follows from (2) that

$$
\begin{equation*}
\mathbf{E}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right)=s \prod_{i=1}^{n}\left(m_{i} / s\right) \tag{9}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Var}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right) \\
= & \mu_{2}+\mu_{1}-\mu_{1}^{2} \\
= & \frac{\prod_{i=1}^{n} m_{i}\left(m_{i}-1\right)}{s^{n-1}(s-1)^{n-1}}+\frac{\prod_{i=1}^{n} m_{i}}{s^{n-1}}-\frac{\prod_{i=1}^{n} m^{2}}{s^{2 n-2}}  \tag{10}\\
= & s\left[\prod_{i=1}^{n}\left(\frac{m_{i}}{s}\right)^{2}(s-1) \prod_{i=1}^{n} \frac{1-m_{i}^{-1}}{1-s^{-1}}+\prod_{i=1}^{n} \frac{m_{i}}{s}-s \prod_{i=1}^{n}\left(\frac{m_{i}}{s}\right)^{2}\right] .
\end{align*}
$$

Since

$$
\lim _{s \rightarrow \infty} s \prod_{i=1}^{n}\left(\left(\frac{1-m_{i}^{-1}}{1-s^{-1}}\right)-1\right)=\sum_{i=1}^{n}\left(1-\lambda_{i}^{-1}\right)
$$

equation (10) yields

$$
s^{-1} \operatorname{Var}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right) \rightarrow \prod_{i=1}^{n} \lambda_{i}^{2} \sum_{i=1}^{n}\left(1-\lambda_{i}^{-1}\right)-\prod_{i=1}^{n} \lambda_{i}^{2}+\prod_{i=1}^{n} \lambda_{i}
$$

proving (7). Assertion (8) now follows from $\mathbf{E}\left(\left[s^{-1} U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)-\right.\right.$ $\left.\left.\prod_{i=1}^{n}\left(m_{i} / s\right)\right]^{2}\right)=\operatorname{Var}\left(s^{-1} U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)\right) \Longrightarrow s^{-1} \gamma_{n}$, as $s \longrightarrow \infty$.

Theorem (3). Under the conditions in Theorem (2), if $\lambda=\lambda_{1}=\cdots=\lambda_{n}$, let $m_{1}=m_{2}=\cdots=m_{n}=m=m(s)$ as function of $s$ and $U\left(s, m_{1}, m_{2}, \ldots, m_{n} n\right.$ $=U(s, m, n)$. The asymptotic behavior of $U(s, m, n)$ is
$s^{-1 / 2}\left(U(s, m, n)-\left(m^{n} / s^{n-1}\right)\right) \longrightarrow N\left(0, \alpha_{n}\right) \quad$ in distribution, as $s \longrightarrow \infty$
where $\alpha_{n}=\lambda^{2 n}\left(n\left(1-\lambda^{-1}\right)-1\right)+\lambda^{n}=\lim _{s \rightarrow \infty} s^{-1} \operatorname{Var}(U(s, m, n))$.
Proof. First consider the case $n=2$. Let $\left(X_{1}^{(s)}, \ldots, X_{s}^{(s)}\right)$ be an equidistributed random permutation of the numbers $1, \ldots, s$. A short reflection show's that the random variable

$$
\mathbf{V}_{\mathrm{s}}=\#\left\{i \in\{1, \ldots, m\}: X_{i}^{(s)} \leq m\right\}
$$

has the same distribution of $U(s, m, 2)$. Define the number $a^{(s)}(i)$ for $s \in \mathbb{N}$ and $i=1, \ldots, s$ by

$$
a^{(s)}(i)-\left\{\begin{array}{lll}
{[(s-m) / m s]^{1 / \prime},} & i & 1, \ldots, m, \\
-[m /(s(s-m))]^{1 / 2}, & \iota & m+1, \ldots, s
\end{array}\right.
$$

and introduce the $D[0,1]$-valued process $\mathbf{V}^{(s)}=\left(\mathbf{V}^{(s)}(t)\right)_{t \in[0,1]}$ by setting

$$
\mathbf{V}^{(s)}(t)=\sum_{i=1}^{[s t]} a^{(s)}\left(X_{i}^{(s)}\right), \quad t \in[0,1]
$$

Since

$$
\sum_{i=1}^{s} a^{(s)}(i)=0, \quad \sum_{i=1}^{s}\left(a^{(s)}(i)\right)^{2}=1
$$

and

$$
\max _{1 \leq i \leq s}\left|a^{(s)}(i)\right| \longrightarrow 0 \quad \text { as } \quad s \longrightarrow \infty
$$

we can use a functional limit theorem for exchangeable random variables (see Aldous (1985)) and conclude that $\mathbf{V}^{(s)}$ converges in distribution to a Brownian bridge $\mathbf{W}^{0}=\left(\mathbf{W}^{0}(t)\right)_{t \in[0,1]}$. This yields

$$
\begin{equation*}
\mathbf{V}^{(s)}\left(\frac{m}{s}\right) \xrightarrow{D} \mathbf{W}^{0}(\lambda) \quad \text { as } \quad s \longrightarrow \infty \tag{12}
\end{equation*}
$$

But a short computation shows that

$$
\begin{align*}
\mathbf{V}^{(s)}\left(\frac{m}{s}\right) & =\left(\frac{s-m}{s m}\right)^{1 / 2} \mathbf{V}_{s}-\left(\frac{m}{s(s-m)}\right)^{1 / 2}\left(m-\mathbf{V}_{s}\right) \\
& =\left(\mathbf{V}_{s}-s\left(\frac{m}{s}\right)^{2}\right) /\left(\frac{m}{s}\left(1-\frac{m}{s}\right) s\right)^{1 / 2}  \tag{13}\\
& \stackrel{D}{\underline{D}}\left(U(s, m, n)-s\left(\frac{m}{s}\right)^{2}\right) /\left(\frac{m}{s}\left(1-\frac{m}{s}\right) s\right)^{1 / 2}
\end{align*}
$$

As $\mathbf{W}^{0}(\lambda)$ is $N(0, \lambda(1-\lambda))$-distributed, $m / s \longrightarrow \lambda$, and $\alpha_{2}=\lambda^{2}(1-\lambda)^{2}$, we obtain assertion (11) for $n=2$ from (13) and (12).

We can now proceed by complete induction. Suppose that the theorem holds for some $n \geq 2$. Then let $\mathbf{Y}_{s}$ be a random variable that has the same distribution as $U(s, m, n)$ and is independent of $\left(X_{1}^{(s)}, \ldots, X_{s}^{(s)}\right)$ and thus also of the process $\left(\mathbf{V}^{(s)}(t)\right)_{t \in[0,1]}$. Then as $\mathbf{V}^{(s)} \xrightarrow{D} \mathbf{W}^{0}$, the induction hypothesis implies that

$$
\begin{equation*}
\left(\mathbf{V}^{(s)}(t)+\left(\frac{m}{s(s-m)}\right)^{1 / 2}\left[\mathbf{Y}_{s}-s(m / s)^{n}\right]\right)_{t \in[0,1]} \xrightarrow{D}\left(\mathbf{W}^{0}(t)+\mathbf{Z}\right)_{t \in[0,1]} \tag{14}
\end{equation*}
$$

where $\mathbf{Z}$ is $N\left(0, \frac{\lambda}{1-\lambda} \alpha_{n}\right)$-distributed and independent of $\mathbf{W}^{0}$. Let us take for $t$ in (14) the random time $t=\mathbf{Y}_{s} / s$. By Theorem (2), $\mathbf{Y}_{s} / s \longrightarrow \lambda^{n}$ in $L_{2}$ so that

$$
\begin{equation*}
\mathbf{V}^{(s)}\left(\frac{\mathbf{Y}_{s}}{s}\right)+\left(\frac{m}{s(s-m)}\right)^{1 / 2}\left[\mathbf{Y}_{s}-s(m / s)^{n}\right] \xrightarrow{D} \mathbf{W}^{0}\left(\lambda^{n}\right)+\mathbf{Z} . \tag{15}
\end{equation*}
$$

The limiting distribution in (15) is

$$
N\left(0, \lambda^{n}\left(1-\lambda^{n}\right)\right) * N\left(0, \frac{\lambda}{1-\lambda} \alpha_{n}\right)=N\left(0, \frac{\alpha_{n+1}}{\lambda(1-\lambda)}\right)
$$

To evaluate the left-hand side of (15), let

$$
\tilde{\mathbf{V}}_{s}=\#\left\{i: 1 \leq i \leq \mathbf{Y}_{s}, \quad X_{i}^{(s)} \leq \mathbf{Y}_{s}\right\}
$$

Then

$$
\begin{aligned}
\mathbf{V}^{(s)}\left(\frac{\mathbf{Y}_{s}}{s}\right) & =\sum_{i=1}^{\mathbf{Y}_{s}} a^{(s)}\left(X_{i}^{(s)}\right) \\
& =\tilde{\mathbf{V}}_{s}\left(\frac{s-m}{s m}\right)^{1 / 2}-\left(\mathbf{Y}_{s}-\tilde{\mathbf{V}}_{s}\right)\left(\frac{m}{s(s-m)}\right)^{1 / 2}
\end{aligned}
$$

so that

$$
\begin{align*}
& \mathbf{V}^{(s)}\left(\frac{\mathbf{Y}_{s}}{s}\right)+\left(\frac{m}{s(s-m)}\right)^{1 / 2}\left[\mathbf{Y}_{s}-s\left(\frac{m}{s}\right)^{n}\right] \\
= & \tilde{\mathbf{V}}_{s}\left(\left(\frac{s-m}{s m}\right)^{1 / 2}+\left(\frac{m}{s(s-m)}\right)^{1 / 2}\right)-\left(\frac{m}{s(s-m)}\right)^{1 / 2} s\left(\frac{m}{s}\right)^{n}  \tag{16}\\
= & \frac{s^{-1 / 2}\left(\tilde{\mathbf{V}}_{s}-s\left(\frac{m}{s}\right)^{n+1}\right)}{\left(\frac{m}{s}\left(1-\frac{m}{s}\right)\right)^{1 / 2}} .
\end{align*}
$$

Now note that by (5),

$$
\begin{equation*}
\tilde{\mathbf{V}}_{s} \stackrel{D}{=} \#\left\{i: 1 \leq i \leq \mathbf{Y}_{s}, \quad X_{i}^{(s)} \leq \mathbf{Y}_{s}\right\} \stackrel{D}{=} U(s, m, n+1) \tag{17}
\end{equation*}
$$

Combining (15), (16) and (17) we obtain (11) for $n+1$ instead of $n$. The theorem is proved.

THEOREM (4). Assume that $s \prod_{i=1}^{n}\left(\frac{m_{i}}{s}\right) \longrightarrow \alpha$ as $s \longrightarrow \infty$, for some $\alpha>0$ and some $n \in \mathbb{N}$.

Then $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ converges to the Poisson distribution $\pi_{\alpha}$ with mean $\alpha$.

Proof. By (2), the factorial moments $\mu_{k}$ of $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ converge to the corresponding factorial moments $\alpha^{k}$ of $\pi_{\alpha}$. Thus, the moments of $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ also converge to the corresponding moments of $\pi_{\alpha}$. Since $\pi_{\alpha}$ is the only distribution on $\mathbb{R}$ with this moment sequence, $U\left(s, m_{1}, m_{2}\right.$, $\ldots, m_{n}, n$ ) must converge to $\pi_{\alpha}$ in distribution.

## an occupancy problem with group drawings of different sizes

## 4. The waiting times

The number of balls occurring in all $n$ sampled groups $U\left(s, m_{1}, m_{2}, \ldots\right.$ $\left.\ldots, m_{n}, n\right), n=1,2, \ldots$, may be considered as a system observed at time points $n$. The system will be said to be in state $i$ if and only if $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ $=i, i=0,1, \ldots, \min \left\{m_{1}, m_{2}, \ldots, m_{n}\right\}$. The transition probabilities are

$$
\begin{aligned}
\mathrm{p}_{i j}(n) & =\mathrm{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=j \mid U\left(s, m_{1}, m_{2}, \ldots, m_{n-1}, n-1\right)=i\right) \\
& =\frac{\binom{i}{j}\binom{s-i}{m_{n}-j}}{\binom{s}{m_{n}}}, \quad j=0,1, \ldots, i,
\end{aligned}
$$

and the initial distribution $\mathrm{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, 0\right)=m_{1}\right)=1$, and $\mathrm{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, 0\right)=i\right)=0, i=0,1, \ldots, m_{1}-1$. This completely defines a discrete nonhomogeneous Markov chain with states $0,1, \ldots, \min \left\{m_{1}, m_{2}, \ldots\right.$ $\left.\ldots, m_{n}\right\}$. We denote by $\tau_{k}$ (the waiting time) the random variable representing the number of drawings necessary, after which at most $k$ elements will be observed in all drawings. The probability distribution of $\tau_{k}$ is

$$
\begin{aligned}
& \mathbf{P}\left(\tau_{k}=n+1\right) \\
&=\sum_{h=k+1}^{m}\binom{s}{h} \prod_{l=1}^{n-1}\binom{s}{m_{l}}^{-1} \sum_{i=0}^{m-h}(-1)^{i}\binom{s-h}{i} . \\
& \cdot \prod_{j=1}^{n-1}\binom{s-h-i}{m_{j}-h-i}\left[1-\binom{s}{m_{n}}^{-1}\binom{s-h-i}{m_{n}-h-i}\right]
\end{aligned}
$$

where the random variables $\tau_{k}$ and $U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)$ are related to each other in an obvious way for the distribution function

$$
\mathbf{P}\left(\tau_{k}>n\right)=\mathbf{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)>k\right)
$$

and, by (1), the result follows.

## The absorbtion time into state zero.

Denote by $\tau$ the first entrance time into state zero, i.e., $\tau=\min \{n$ : $\left.U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=0\right\}$. Then

$$
\mathbf{P}(\tau=n)=\sum_{j=1}^{m}(-1)^{j}\binom{s}{j}\left[\prod_{r=1}^{n-1} \frac{\binom{s-j}{m_{r}-j}}{\binom{s}{m_{r}}}\right]\left[\frac{\binom{s-j}{m_{n}-j}}{\binom{s}{n_{n}}}-1\right]
$$

using the facts that

$$
\begin{aligned}
& \mathbf{P}(\tau=n) \\
& \quad=\mathbf{P}(\tau \leq n)-\mathbf{P}(\tau \leq n-1) \\
& \quad=\mathbf{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=0\right)-\mathbf{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n-1\right)=0\right)
\end{aligned}
$$

and

$$
\mathbf{P}\left(U\left(s, m_{1}, m_{2}, \ldots, m_{n}, n\right)=0\right)=\sum_{j=0}^{m}(-1)^{j}\binom{s}{j}\left[\prod_{r=1}^{n} \frac{\binom{s-j}{m_{r}-j}}{\binom{s}{n_{n}}}\right]
$$

the result follows. Also, the $p$ th factorial moments of $\tau$ are

$$
\mathbf{E}\left((\tau)_{p}\right)=p!\prod_{r=1}^{p-1} \frac{\binom{s-j}{m_{r}-j}}{\binom{s}{m_{r}}} \sum_{j=1}^{m}(-1)^{j+1}\binom{s}{j} \sum_{n=0}^{\infty} \prod_{i=p}^{n+p-1} \frac{\binom{s-j}{m_{i}-j}}{\binom{s}{m_{i}}}\left[\frac{\binom{s-j}{m_{p+n}-j}}{\binom{s}{m_{p+n}}-1}\right] .
$$
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