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THE LINEAR MODEL WITH VARIANCE-COVARIANCE 

COMPONENTS AND JACKKNIFE ESTIMATION 

JAROMÍR KUDELÁŠ, Bratislava 

(Received November 20, 1991) 

Summary. Let 0* be a biased estimate of the parameter d based on all observations 
i"l, . . . , rn and let $*mmi (i = 1 ,2 , . . . , w) be the same estimate of the parameter t) obtained 
after deletion of the t-th observation. If the expectation of the estimators 9* and 01,- are 
expressed as 

E(0*) = t/ + a(?O&(i/) 

E(S*_i) = d + a(n - l)6(i?) i = 1,2 , . . . , n, 

where a(n) is a known sequence of real numbers and b(d) is a function of i?, then this 
system of equations can be regarded as a linear model. The least squares method gives the 
generalized jackknife estimator. Using this method, it is possible to obtain the unbiased 
estimator of the parameter d. 

Keywords: Jackknife estimator, least squares estimator, linear model, estimator of 
variance-covariance components, consistency 

A MS classification: 62F10 

1. INTRODUCTION 

The jackknife method was originally proposed by Quenouille (1949), and later 

expanded by the same author in 1956. Let d be an unknown parameter, and let 

A"i, . . . , Xn be a sample of n independent identically distributed observations from 

the probability distribution P#. The essence of the jackknife method is to divide 

the ?i observations into k groups of size / (n = kl). Let t / l 0 be an estimate of the 

parameter t? based on all n observations, and let 0*_{, i = l , . . . , t denote the estimate 
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of "0 obtained after deletion of the *-th group of observations. d_{ is the estimate of 
•0 from the remaining (k - 1)/ observations. Let 

(1.1) di = kd_0 - (* - \)*-i t = l , . . . , * . 

These quantities are called pseudo-values by Tukey [8]. The jackknife estimate of fl 
is the average of the t?,-, i = 1 , . . . , k: 

(i-2) i=iizti = ur-i>-±Y-i:*.i. 
•=1 1=1 

The jackknife eliminates exactly the n~l bias term. This result holds for all values 
of k if 

(1.3) E(tflo) = * + a(W)-1 + 6(k/)~2 + . . . , 

where a, 6 are real constants. 

One can show that 

(1.4) E(tf) = 0 - 6(*(* - IV2)"1 + • • • • 

Tukey has proposed that in many instances t?, are approximately independently, 
identically distributed. If this assumption is correct, then 

(i.5) k(k-i)_l(di-d)2 
t = l 

should be an approximate estimate of Var(tf) and 

k 

(i.6) (d-d){k(k-i)Yl(h-W} 
« = ! 

should be approximately distributed as a Student /-random variable with it— I degrees 
of freedom. 
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2. SYSTEM OF LINEAR EQUATIONS AND UNBIASED ESTIMATE 

The object of our investigation is the random variable 0 = 0(x\,.. .,xn) indepen

dent of 0 G 0 C R l such that 

0(.):(Rn,an)^{R\al) 

where Xi, ..., Xn is a random sample from the probability distribution Po, d G 0 C 

R l, and \) is an unknown parameter. 

We will denote a biased estimator by 0* and the unbiased one by 0. Let "?/ denote 

the class of unbiased estimators of the parameter d with the property V0 G °?/\ 

Var(0) < oo, and let & denote the class of biased estimators of the parameter d 

with the same property V0* G 0 C R1; Var(0*) < oo. Let ?/ -̂  0 and & 7- 0. 

We assume that it is possible to get a biased estimator 0* G & only, for which the 

equality 

(2.1) E( ') = г) + a(n)b(ů) 

holds, where a(7i) is a known sequence of real numbers, b(i)) is a function defined in 
tf, and Var(0*) < oo. 

Let there exist two estimators 0*,0*. G & which are uncorrected, 

(2.2) 
E(0*) = ů + a(n)b(ú) 

E(6*2) = ů+ c(n)b(ů) 

where a(n) / c(n). 
Therefore we can look at (2.2) as at a system of linear equations with variables d 

and b(d). The solution of (2.2) is 

(2.3) ů = 

E(0\) a(n) 
E(0*2) c(n) 

1 a(7i) 

ì c(n) 

6(đ) = 

1 E(0*) 
1 E(g$) 
1 a(n) 
1 c(n) 

After removing the expectation from the result (2.3) we obtain the unbiased estimator 
of the parameter 1? and the unbiased estimator of the function b(-O): 

(2.4) 

(2.5) 

Obviously, 0 € <?/. 

0 = [c(n) -a(n)] l[c(n)0* - a(n)0*2], 

. b(ů)=[c(n)-a(n)]-\0*-6*). 
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This result holds for the following case, too: 

s 

E(0*) = ^ + J2aij(n)bj(0) i = l , 2 , . . . , * + l 
j = 1 

where 0* E &'. The sequences {atj(rc)} are known for i = 1,. 
Let ajj(n) ^ akj(n) for k -̂  i. Then the estimator 

, s + 1; j - l,...,s. 

(2.6) 

0* an(n) 
0*2 a2\(n) 

a\s(n) 

a-2s(n) 

T _ Iff+i <**+!,i(") • •• a t-n, t(H) 

is unbiased. 
In the case that the number of estimators ra is less than 5 + 1 (ra < s + 1), the 

estimator (2.6) eliminates only ra — 1 terms from the bias of the biased estimators 
0 ? , t = l , 2 l . . . l s + l . 

How to obtain so many estimators with the same bias, this is the question. Let 01,-, 
i = 1,..., n denote the estimates obtained after deletion of the ith observation, and 
let 0_(j denote the estimates obtained after deletions of the ith and jth observations. 
^* ijib> 0-ijki> • • • a r e obtained similarly. 

Now, taking into account (2.4) and the above facts, let us construct the following 
estimator and denote it 0.: 

(2.7) 0. = [a(n - 1) - a(n)] ' [a(n - 1)0% - a(n) *_i] 

i = 1,2,.. . ,n , where a(ji) -̂  a(n — 1) and 0_0 is the estimator of d based on all 
observations. Obviously, 0, E ^ if 0*_0 E &. We will call the estimator (2.7) a 
pseudo-value. Obviously, the number of pseudo-values is n. We define the jackknife 
estimator (JE) as the average of the ps< udo-values: 

n r n -i 

(2.8) 0 = n~ l]T0 t= [a(n-l)-a(n)]~ l a(n - 1)0% - a(n)n~x ]TV..\. 
t = L *• t = l J 

This estimator is a generalized jackknife estimator from (1.2). 
It is easy to show that Var(0) < Var(0t). 
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Theorem 1. Let the sequence a(n) satisfy the condition 

(2.9) , y ( , = -Qfr) 

a(n — 1) — a(n) 

an let lim n(0Ho — d) = k hold with probability J, where k is an arbitrary real 
n—*oo 

constant. Then the jackknife estimator given by (2.8) converges to the parameter d 
for n —• oo (where n denotes the size of the random sample) with probability 1. 

R e m a r k 1. For instance, the sequence a(n) = ---W, where R(x) is a polynomial 
of degree l\} Q(x) is a polynomial of degree /2 and l\ < /2, has the property (2.9). 

P roo f of Theorem 1. The condition P\ lim 7i(0*_o — fl) = k] = 1 implies 
n 

-"[ Hm n(n~*Yi0-i-ti) = k] = l-
«=i 

Let A and B denote the sets 

A = {w; Ve > 03n0, \/n>n0: \n(0_o - t?) - fc| < | } , 
n 

B = {w; V£>03n,, Vn > ni: If^n"1 Y.0-'i~ tf) ~ *| < | } 
1 = 1 

and let Aic, # c denote their complements. P(A) = P(B) = 1. 
It is easy to see that 

1 = 1 - P(AC) - P(BC) <: 1 - P(AC U Bc) = P(A fl B) 

$ Pljw; Ve > 03n2 = max(n0,ni), 
n 

Vn > n2: |n(<T_0 - 0) - Jb| + ^(n" 1 ^ 0 1 , - 0) - i | < e}) 
1 = 1 

n 

<:P({o;; to>03n2, \fn > n2: |n(0I0 - tf) - n(n~l ] T V i - *?) | < *}) 
t = i 

n 

= P({U>; Ve>03n a , Vn > n2: |n(t»l0 - n"1 £ * : « ) | < e}). 
i=i 

Hence 

(2.io) p L l , n
M " r - r n " T r - i ) = 0| = 1. 
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Now we can express the JE (2.8) in the form, 

(2.H) o = ei0+ , y ( Jr-o-n-lj£r-\ 
a(n-l)-a(n)\ f^ ) 

Hence the assumptions and the property (2.9) prove the theorem. • 

3. UNBIASED ESTIMATOR OBTAINED FROM THE LEAST SQUARE ESTIMATOR 

Let us return to the system of linear equations (2.2) at the beginning of Section 2. 

(2.2) can be regarded as the linear model 

E(V') = X0 

Var(Y) = U 

where Y' = (0\,0*2), /?' = (d,b(4)), X = ( [ a j " M and Var(0f) > 0, Var(0.*) > 0. 

The matrix U is nonsingular, because 0*, 62 are uncorrected. The least square 

estimator (LSE) of/? is 

A r , x , , i - i (c(n)6\ -a(n)0;\ 
e=[c(n)-a(n)} ( ^ ' _ Q[ ; J . 

It is the same result as in (2.4), (2.5). If we substitute c(n) = a(n — 1), we obtain 

the pseudo-values from (2.7). 

Now it will be shown that the jackknife estimator (2.8) is the best linear unbiased 

estimator obtained as a linear combination of the estimators 9__{, i = 0, 1, 2 , . . . , n. 

Let us consider a linear model 

E(V) = A/? 

(3.1) V a r ( Y ) = V 

where Y' = (0_Q,0_X,... ,0*_n) 6 R " + 1 , ^ = (tf, &(»?)), A is the ( n + 1) x 2 matrix 

1 a(n) 
1 a(n — 1 

1 a ( n - l ) , 

A = I ' в ( " П I a(n)фa(n-\) 
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and V is a square symmetric matrix of order (n + 1) 

/ p v v v . . . v \ 

r ' z z 

V = 

\ • / 

where p = Var(01o) < oo, r = Var(01J < oo, v = cov(01o,01 l), z = cov(01i, 01^), 

ij = 1,2,. . . ,n. 

Theorem 2. The Gauss-Markov estimator of the parameter d in the linear model 

(3.1) is the jackknife estimator (2.8): 

(3.2) 0 = [a(7i - 1) - a(n)J [a(n - l)01o - a(n)n £ 01,'] • 

P r o o f . When the covariance matrix of Y is nonsingular then the proof involves 
few difficulties. The inverse V " 1 of the matrix V is 

/ [r + (TT. — \)z](r — z) —v(r — z) —v(r — z) . . . \ 

pr + (n — 2)pz 

-(n-\)v2 

pr + (71 - 2)pz 

-(n-\)v2 

where 7?i = [pr + (71 — \)pz — nv2] (r — z). 

In the case the equation, 

V " 1 = 77Г 

v2 — p-r 

(3.3) j9 = ( A * V - 1 A Y 1 A , V - I Г 

holds. 
Substituting V " 1 into (3,3), the result can be obtained immediately. • 

R e m a r k 2. The previous theorem is proved in [2] for the case in which the 

covariance matrix is singular. Lavergne and Mathieu used the statement proved by 

Kruskal in [1]: 

(3.4) (A^V-^A) - 1 A ^ V - 1 ^ = ( A ^ A Г ^ A Ч ' o /i(VA) Ç /<(A), 

where //(A) denotes the subspace of Rn + 1 spanned by the columns of the matrix A. 

This equation holds even if V is singular. 
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Let us investigate the situation when the covariance matrix V is nonsingular. We 
have 

p W\ 
W D 

= |D | | p -W'D- 'W 7 ! , 

where the vector W is given by W = (v, t>,..., v) and D is the (n x n) symmetric 
matrix of the form 

(r z z ... z\ 
r z 

D = 

\ r) 

We get the following conditions for nonsingularity of the matrix V: r ^ z,r ^ (1— n)z 

and p -̂  nv2 [r -f (n — l)r] 

Corollary 1. The jackknife estimator (JE) from (3.2) is fhe best of all estimators 
which are obtained from the linear combination of the estimators 0*_iy i = 0, 1, 
2, . . . , n. 

Corollary 2. Let S* and T* be the estimators of the parameter tf\ and d2, 
respectively. Let 

E(S*) = til + a(n)b(tfl) 

E ( r ) = 02 + a{n)b{d2). 

Then S + T is the JE of the parameter i?i -f ti2, where S and T are the JE of the 
parameter fli and d2j respectively. 

Corollary 3. The JE is independent of the covariance matrix V of the vector 

y = ( 0 i o , 0 - i > - • • j ^ - n ) -

Corollary 4. Let the random vector Y be normally distributed with the mean 
A/3 and a nonsingular covariance matrix V. Denote S2 = (Y — A/3yV~ l(Y — A/3). 
Then the random variable 

(3.5) -iï 
[S^Var(»)1 » 
I » + » J 

is distributed as a (-random variable with n + 1 degrees of freedom. 
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P r o o f . The assumption yields 

0~N(p,(A'V-lArl). 

Since ( A ' A ^ A ' V V " 1 [I - A f A ' A ^ A ' ] = 0, it may be asserted that p and S2 

are independent. Obviously S2 ~ A^+1. This completes the proof. D 

R e m a r k 3. The following assertion holds: 

fi(VA) C //(A) <=> Ker(A') C Ker(A'V) 

where fi(A) denotes the subspace of Rn+1 spanned by the columns of the matrix A, 
and Ker(A') denotes the null space of A'. Then 

A ' [ I - A ( A ' A ) - 1 A ' ] = 0 = > A ' V [ I - A ( A ' A ) - 1 A ' ] = 0 . 

It is easy to see that 

(A'ArlA'V[l - A(A'A)"1 A'] V" [I - A(A'A)"1 A'] = 0. 

Therefore /? and S2 are independent also in the case when the matrix V is singular, 
and then the following result holds. 

The random variable 
0-d 

5aVar(fl)] 2 

is distributed as a f-random variable with k degrees of freedom, where k = R(V) is 
the rank of the covariance matrix V, under the normality condition of the vector Y. 

R e m a r k 4. Quenouille's JE (see (1.2)) is a particular case of the estimator 
(3.2). 

Re m a r k 5. If the bias of the estimator has more terms, i.e. 

p 

E(n = tf+X>K»)w> 
i = l 

then the JE can be obtained analogously. 
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4. E S T I M A T O R O F COVARIANCE C O M P O N E N T S IN THE LINEAR MODEL (3.1) 

Let us express the covariance matrix V of the vector Y as a decomposition of the 

form 

(4.1) V = pVi + r V 2 + W3 + zVA 

where p, r, v, z are unknown parameters and the matrices V,-, i = 1, 2, 3,4 are given 

by 

MJo). v,-CJ). v.-Ci). V..(J/.J. 
where e' = ( 1 , . . . , 1) is a vector of order n, In is the identity matrix of order n. The 

order of the matrices (4.1) is (n + 1) x (n + 1). 

Thus the model is expressed as a linear model with variance-covariance components 

(see Stulajter in [7]). 

Let us have an arbitrary linear model with variance-covariance components: 

E(Y) = X/3 
k 

(4.2) Var(Y) = = V = ^ i / . -V , - , 
» = i 

where i/i, i = 1 ,2 , . . . , k, are unknown parameters and V, , i = 1, 2 , . . . , k, are known 

matrices . 

Let us use the Natural Least Squares Estimator (NLSE) of the covariance param

eters i/i, i = 1, 2 , . . . , k given by Stulajter in [7]: 

(4.3) pi=-£-ir{yv4) 

if the matrices V i , . . . , Vk are mutually orthogonal. | |C | | denotes the Euclidean 

norm of a matr ix C generated by the inner product 

n 

( C , B ) = A r ( C B ' ) = ^ C i j B i , - , 

where C,-7 denotes the (i,j)-l\\ element of the matrix C. 

V = (Y — X/3)(Y — X/) ) ; , where p is the best linear unbiased estimator of the 

parameter /3 in the linear model (4.2). 
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In our particular case the form of the estimators is as follows: 

p= 0 

v = 0 

(4.4) r = ^E(c-n2 

t = i 

---jr-ntc'-.-'-x^-r) 
V ' Kj 

w =^ŕгт)D^- )̂ 

where 0* = 1 £ " = 1 0_{ and p = Var(0_lo), r = V a ^ l J , v = cov(0_0,0_x), z = 

cov(9_x,0_2). 

It is the logical conclusion that p = 0, v = 0, because we have only one estimate 

0!_o and the moment of the 2nd order cannot be calculated from one realization 

of(?:0. 

Theorem 3. Let p = Var(0_o), r = Var(0*_x), v = cov(6_0,0_x) and z = 

cow(0_x,6_2) be the finite second moments for all n. If z converges to zero for 

n —• oo, then the estimator r is an asymptotically unbiased estimator of the param

eter r. 

P r o o f . It is clear that 

E(f-) = E { ^ L [("-. - E "- . ) - ('* - E^)l2} = 
i = i 

= ň - C [ V a r ( * - < ) + V a r ( * * ) - 2 c o v ( ^ . *-.)) = n 
i = l 

r - Var(0*) = r - - r - - -z. 
71 П 

T h e o r e m 4. If the random vector Y' = (0_Q,O_X,.. .,0_n) is normally dis

tributed and if z converges to zero for n —+ oo, then the estimator r converges 

to r in quadratic mean. 
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P r o o f . First, let us think about the form of the matrix V: 

/ 0 0 

v = 

0 \ 
( '_x-0')2 ( Г [ - Г ) ( Г 2 - ř ) . . . ( '_x-Õ')( '_n-Õ') 

(0'_2-Õ')2 . . . ( '_2-ђ')(0'_n- ') 

(0-П-Õ'Y / 

Let us denote P = A(A'A)" 1 A', M = I - P . Then V = MY'(MY)' and 

' ' = І Г V ^ t r ( V V 2 ) = ^ r ( V ) = І V ' ' M V ' 

because VV2 = V. 

Further, 

Var(ř) = \ Var(V"MV) = - ^ 2 t r ( M V M V ) 

because Y is normally distributed. 
By virtue of the equation 

/ 0 0 0 0 
I - 7 1 1 1 . 

1 - n 1 . 
M V = 

n 

V 
= (r - z)M 

0 \ 
1 
l 

/ p V V V 

r z z 
r z 

1-u/ V 

" \ 

obtaii we obtain 

Var(f) = -i- 2 tr [(r - z)2M] = Xj 2(r - z)2R(M) 

n — 1 
= 2—^-(r - z)2 —• 0 for n — 00, 

where ft(M) is the rank of the matrix M. 
It is clear that E(f - r ) 2 = Var(?~) + [bias^)] 2 -> 0 for n —> 00. D 
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5. ESTIMATOR OF THE FUNCTION OF THE PARAMETER 

In this part , one application of the previous theory will be shown. Let X\, . . . , A'n 

be the random sample from the probability distribution P7, where 7 is an unknown 

parameter 7 E T C R1 . Let 7 be an unbiased estimator of the parameter 7 . Consider 

an arbitrary nonlinear function g: V —> R1, which in a neighbourhood of 7 has all 

uniformly bounded derivatives. The aim is to estimate the parameter 0 = #(7) with 

a lower bias than the bias of the estimator #(7) . 0* = #(7) is in general a biased 

est imator . 

We assume the following two conditions: 

1. The estimate 7 is an element of the neighbourhood of the point 7. 

2. All moments of the estimator 7 are finite. 

We can now write the Taylor expansion 

</(*) = 9(1) + (x - l)9'(l) + \{* ~ 7 ) V ' ( 7 ) + ^f(* " 7 ) V " ( 7 ) + • • • • 

Substi tuting x = 7 we get 

•7(7) = 9(l) + (7 - l)a'(l) + \(l - l?9"(l) + ^(i - 7)Y"(7) + • • • • 

Then 

E[ff(7)] = 9(1) + V a r ( 7 ) ^ " ( 7 ) + / < 3 ( 7 ) ^ " ' ( 7 ) + • • • 

where ; u ( 7 ) denotes the central moment of order k of the random variable 7. 

If we remove the term with the highest order, then the bias diminishes properly. 

In many cases the first term of the bias has a higher order than the subsequent terms. 

The pseudo-values are given by (2.4) as 

r n Var(7_ 1 ) 0 ( 7 ) - Var(7)ff(7- t) 
l ° - } l V a r ( 7 - i ) - V a r ( 7 ) 

and the JE of the parameter 0(7) is 

r 2 v _ V a r ( T - i M T ) - Varffl ^ E L i Jf(7-»') 
} V a r ( 7 - i ) - V a r ( 7 ) 

where 7_, is the est imate obtained after the deletion of the ith observation. 

In this case, the estimators 7}, i = 1 , . . . , n, and T are not unbiased. The estima

tors (5.1) and (5.2) remove the term 7}Var(y)g"('y) from the bias. In this way we 

can remove an arbitrary term of the bias. 
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At this point, we need to emphasize that this is only a formal consideration as to 
how to reduce the bias of estimators. 

Theorem 5. Let X\, .. ., Xn be a random sample from the probability distribu

tion P1, 7 E r C R l . Further, let g be any polynomial function of the kth order, 

where 1 < k < n — \, and let /i*+i(7) exist, where E(j) = 7. Then there exists an 

unbiased estimator of the parameter 0 = 0(7). 

P r o o f . The proof follows immediately from the expression (2.6) and Remark 5. 

• 
The following examples can be given as an illustration of the previous theoretical 

considerations. 

E x a m p l e 1. Let A'i, . . . , Xn be a random sample from N(p,cr2); p is an 
unknown parameter. 

(5.3) * = £l> 
n 1 = 1 

is an unbiased estimator of the parameter p. 

— 1 n 

X-i; = r5IA'j j ̂ i, i= \,2,...,n. 
n — 1 f-f 

The estimator A'2 is a biased estimator of the parameter //2. 

E(X2) = (i2+ -a2, 
n 

The JE of the parameter 0 = p2 is 

(5.4) o = nX2-,±^-±Xli. 
1 = 1 

This expression is the same as the jackknife estimator given by Miller (1964). 

Let us calculate the mean value and the variance of (5.4). Obviously, 

E0) = fi2 

(5.5) Var(X2) = 4r<r4 + 1 / . V 
nz n 

(5.6) Var(0) = 2 <r4 + -p2<r2 

n(n — 1) n 
and hence 

3 4 4 
nz n 

Thus it becomes clear that MSE(0) = Var(0) < MSE(A2) for n > 3. 

(5.7) MSE(Л2) = Vaг(Л'2) + n " V = -^er4 + - / . V . 
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In this case, the J E is more appropriate than the original biased estimator A' 2 . 

E x a m p l e 2. Let us consider the random sample from the preceding example . 

Let us find an unbiased est imator of the parameter //4. 

Because of the relation, 

E ( N 4 ) = //4 -f Var(N)6/r + /i 4 (X) 

the J E is derived in the form 

(5.8) 0 = I 

where 

2 2 Q - l ) ' . A ү 4 2 ( « - 2 ) » - = . ү 4 

n 2 t

л - +

) l ( „ - i ) 2 . л - ^ 

J k = l 

k*j 

T h e bias is totally removed by J E (5,8) totally. It is not necessary to know the 

values of /( and a2. 
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