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Summary. K. M. Wong and S. Chen [9] analyzed the Shannon entropy of a sequence of random variables under order restrictions. Using ( $r, s$ )-entropies, I. J. Tancja [8], these results are generalized. Upper and lower bounds to the entropy reduction when the sequence is ordered and conditions under which they are achieved are derived. Theorems are presented showing the difference between the average entropy of the individual order statistics and the entropy of a member of the original independent identically distributed (i.i.cl.) population. Finally, the entropies of the individual order statistics are studied when the probability density function (p.d.f.) of the original i.i.d. sequence is symmetric about its mean.
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## 1. Introduction

Statisticians have been studying the properties of order statistics for some time and have applied them to solve nonparametric inference problems like tolerance intervals for distribution, coverages, confidence interval estimates for quantiles and so on. Recently, applications of order statistics in diverse areas have been found such as in engineering, signal processing, speech processing, image coding, image and picture processing, echo removal and image coding. A partial list, with very readable references, can be found in K. M. Wong and S. Chen [9].

[^0]Here we examine some interesting properties of order sequences and order statistics using the $(r, s)$-entropy studied by Taneja [8]. A numerical example with the logistic distribution is given.

Suppose we have a set of random variables $X_{1}, X_{2}, \ldots, X_{N}$, with joint probability density function (p.d.f.) $f(x)$ at a point $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$. If we write $\exp _{2}(a)$ to denote $2^{a}$, then the $(r, s)$-entropy of the sequence $\mathbf{X}=\left(X_{1}, \ldots, X_{N}\right)$ is defined as

$$
\mathcal{E}_{r}^{s}(\mathbf{X})=\left\{\begin{array}{llr}
H_{r}^{s}(\mathbf{X})=\left(2^{1-s}-1\right)^{-1}\left[\left(\int_{\mathbf{R}^{N}} f(x)^{r} \mathrm{~d} \mathbf{x}\right)^{\frac{-1}{r-1}}-1\right], & r \neq 1, s \neq 1 \\
H_{1}^{s}(\mathbf{X})=\left(2^{1-s}-1\right)^{-1}\left\{\exp _{2}\left((s-1) \int_{\mathbf{R}^{N}} f(\mathbf{x}) \log _{2} f(\mathbf{x}) \mathrm{d} \mathbf{x}\right)-1\right\} \\
H_{r}^{1}(\mathbf{X})=(1-r)^{-1} \log _{2} \int_{\mathbf{R}^{N}} f(\mathbf{x})^{r} \mathrm{~d} \mathbf{x}, & r=1, s \neq 1 \\
H(\mathbf{X})=-\int_{\mathbf{R}^{N}} f(\mathbf{x}) \log _{2} f(\mathbf{x}) \mathrm{d} \mathbf{x}, & r \neq 1, s=1 \\
& r=1, s=1
\end{array}\right.
$$

for all $r \in(0, \infty)$ and any $s \in(-\infty, \infty)$, provided the integrals exist.
This measure includes as particular and / or limiting cases the measures studicd by Shannon [6], Renyi [5], Havrda and Charvat [4], Arimoto [1] and Sharma and Mittal [7].

For every set of random variables $X_{1}, X_{2}, \ldots, X_{N}$, the following limit relations hold

$$
H_{1}^{s}(\mathbf{X})=\lim _{r \rightarrow 1} H_{r}^{s}(\mathbf{X}), \quad H_{r}^{1}(\mathbf{X})=\lim _{s \rightarrow 1} H_{r}^{s}(\mathbf{X})
$$

and

$$
H(\mathbf{X})=\lim _{s \rightarrow 1} H_{1}^{s}(\mathbf{X})=\lim _{r \rightarrow 1} H_{r}^{1}(\mathbf{X})
$$

We arrange the set of random variables $X_{1}, X_{2}, \ldots, X_{N}$, in ascending order of magnitude so that

$$
X_{(1)} \leqslant X_{(2)} \leqslant \ldots \leqslant X_{(N)}
$$

where the subscript ( $n$ ) denotes the index of the variable after ordering. For convenience of notation, we denote the set after ordering by $Y_{1}, Y_{2}, \ldots, Y_{N}$ so that $Y_{n} \equiv X_{(n)}$. Then $Y_{n}$ is called the $n$ th-order statistic ( $n=1, \ldots, N$ ).

Let $f_{i}(x)$ be the p.d.f. of $X_{i}$ and let $F_{i}(x)$ be its cumulative distribution function (c.d.f.). If $X_{1}, \ldots, X_{N}$ are independent, then the joint p.d.f. of the order statistics $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ at $y=\left(y_{1}, \ldots, y_{N}\right)$ is given by

$$
f(\mathbf{y})=\left|\begin{array}{cccc}
f_{1}\left(y_{1}\right) & f_{2}\left(y_{1}\right) & \ldots \ldots & f_{N}\left(y_{1}\right) \\
f_{1}\left(y_{2}\right) & f_{2}\left(y_{2}\right) & \ldots \ldots & f_{N}\left(y_{2}\right) \\
\vdots & \vdots & & \vdots \\
f_{1}\left(y_{N}\right) & f_{2}\left(y_{N}\right) & \ldots \ldots & f_{N}\left(y_{N}\right)
\end{array}\right|
$$

for $y_{1} \leqslant y_{2} \leqslant \ldots \leqslant y_{N}$ and $f(y)=0$ otherwise, where $\dagger^{\dagger}$ is the permanent which is defined like the determinant, except that all signs are positive. The p.d.f. of $Y_{k}$ at $y$ is given by

$$
\left.f_{k}^{*}(y)=\frac{1}{(N-k)!(k-1)!}\left|\begin{array}{cccc}
F_{1}(y) & F_{2}(y) & \ldots \ldots & F_{N}(y) \\
\cdot & \cdot & \ldots \ldots & \cdot \\
F_{1}(y) & F_{2}(y) & \ldots \ldots & F_{N}(y) \\
f_{1}(y) & f_{2}(y) & \ldots \ldots & f_{N}(y) \\
1-F_{1}(y) & 1-F_{2}(y) & \ldots \ldots & 1-F_{N}(y) \\
\cdot & \cdot & \ldots \ldots & \cdot \\
1-F_{1}(y) & 1-F_{2}(y) & \ldots \ldots & 1-F_{N}(y)
\end{array}\right|\right\} k-1 \text { rows }
$$

The extension of the derivation of the joint p.d.f. of $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ to the case where $\left(X_{1}, \ldots, X_{N}\right)$ are depedent, having a joint p.d.f. $f\left(x_{1}, \ldots, x_{N}\right)$, is given by

$$
f^{*}(y)=\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)
$$

where $\mathbf{y}_{j}$ is the $j$ th permutation of the elements in the vector $\mathbf{y}_{1}=\left(y_{1}, \ldots, y_{N}\right)$ and $y_{1} \leqslant y_{2} \leqslant \ldots \leqslant y_{N}$.

In the following sections we examine some interesting properties of the $(r, s)$ entropy of the ordered sequence $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ and of the individual order statistics.
2. ( $r, s$ )-ENTROPY MEASURE OF AN ORDERED SEQUENCE

In this section a result is presented showing the amount of $(r, s)$-entropy reduction when the sequence is ordered. Upper and lower bounds to the ( $r, s$ )-entropy measure reduction and conditions under which they are achieved are derived.

Theorem 1. The ( $r, s$ )-entropy measure of the ordered sequence $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{N}\right)$ is given by

$$
\mathcal{E}_{r}^{s}(\mathbf{Y})=\left\{\begin{array}{lr}
\left(2^{1-s}-1\right)^{-1}\left[\left(\int_{\mathbf{R}^{N}} f\left(\mathbf{y}_{1}\right)^{r} \frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \mathrm{d}_{\mathbf{y}_{1}}\right)^{\frac{s-1}{r-1}}-1\right], & r \neq 1, s \neq 1, \\
\left(2^{1-s}-1\right)^{-1}\left[\exp _{2}\left\{(s-1) \int_{\mathbf{R}^{N}} f\left(\mathbf{y}_{1}\right) \log _{2}\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right) \mathrm{d}_{1}\right\}-1\right], \\
(1-r)^{-1} \log _{2}\left[\int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \mathrm{d}_{1}\right], & r=1, s \neq 1, \\
-\int_{\mathbf{R}^{N}} f\left(\mathbf{y}_{1}\right) \log _{2}\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right) \mathrm{d}_{1}, & r \neq 1, s=1,
\end{array}\right.
$$

for all $r \in(0, \infty)$ and any $s \in(-\infty, \infty)$, provided the integrals exist.
Proof. The region of integration of the joint p.d.f. of the ordered sequence $\mathbf{Y}$ is governed by the condition $-\infty<y_{1} \leqslant y_{2} \leqslant \ldots \leqslant y_{N}<\infty$. To incorporate this condition into the expression for $f(\mathbf{y})$, we use the unit step function

$$
U(y)= \begin{cases}1, & y \geqslant 0 \\ 0, & y<0\end{cases}
$$

and introduce the notation

$$
U\left(\mathbf{y}_{1}\right)=U\left(y_{N}-y_{N-1}\right) \cdot U\left(y_{N-1}-y_{N-2}\right) \cdot \ldots \cdot U\left(y_{2}-y_{1}\right)
$$

As $U^{r}\left(\mathbf{y}_{1}\right)=U\left(\mathbf{y}_{1}\right)$, the unified $(r, s)$-entropy of the ordered sequence can be rewritten as

$$
\begin{aligned}
H_{r}^{s}(\mathbf{Y}) & =\left(2^{1-s}-1\right)^{-1}\left\{\left[\int_{\mathbf{R}^{N}}\left(U\left(\mathbf{y}_{1}\right) \sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r} \mathrm{~d}_{\mathbf{y}}\right]^{\left.\frac{\frac{-1}{1-1}}{-1}-1\right\}}\right. \\
& =\left(2^{1-s}-1\right)^{-1}\left\{\left[\int_{\mathbf{R}^{N}} U\left(\mathbf{y}_{1}\right) \frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r} \sum_{k=1}^{N!} f^{r}\left(\mathbf{y}_{k}\right)}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \mathrm{d}_{1}\right]^{\frac{,-1}{r-1}}-1\right\}
\end{aligned}
$$

Interchanging the order of integration and summation, we obtain

$$
H_{r}^{s}(\mathbf{Y})=\left(2^{1-s}-1\right)^{-1}\left\{\left[\sum_{k=1}^{N!} \int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{k}\right) U\left(\mathbf{y}_{1}\right)\left[\frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)}\right] \mathrm{d} \mathbf{y}_{1}\right]^{\frac{-1}{1-1}}-1\right\}
$$

If we change the variables in the $k$ th integral from $\mathbf{y}_{k}$ to $\mathbf{y}_{1}$ then $f\left(\mathbf{y}_{k}\right)$ becomes $f\left(\mathbf{y}_{1}\right)$ and $U\left(\mathbf{y}_{1}\right)$ will be transformed correspondingly to $U\left(\mathbf{y}_{m}\right)$ for some $m \in\{1,2, \ldots, N!\}$. The terms in the sums will remain unchanged since each $y_{j}$ corresponds to a distinct $y_{n}$ under the $k$ th transformation ( $k=1, \ldots, N$ !). Furthermore, the Jacobian of the $k$ th transformation is unity for every $k=1, \ldots, N$ !. Thus, after interchanging the order of summation and integration we see that the $(r, s)$-entropy of the ordered sequence is given by

$$
H_{r}^{s}(\mathbf{Y})=\left(2^{1-s}-1\right)^{-1}\left\{\left[\int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right)\left(\sum_{m=1}^{N!} U\left(\mathbf{y}_{m}\right)\right)\left[\frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)}\right] \mathrm{d}_{1}\right]^{\frac{\sin }{-1}-1}-1\right\}
$$

As $\sum_{m=1}^{N!} U\left(\mathbf{y}_{m}\right)=1$ almost everywhere, we conclude that

$$
H_{r}^{s}(\mathbf{Y})=\left(2^{1-s}-1\right)^{-1}\left\{\left[\int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right)\left[\frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{k}\right)}\right] \mathrm{d}_{1}\right]^{\frac{,-1}{r-1}}-1\right\}
$$

By taking limits we can easily check the corresponding expressions for ( $r=1$, $s \neq 1),(r \neq 1, s=1)$ and $(r=1, s=1)$.

Remark 1. The result obtained for $r=1$ and $s=1$ is the one proved by K. M. Wong and S. Chen [9].

Theorem 2. The ( $r, s$ )-entropy of a sequence of any $N$ random variables is decreased if the sequence is ordered. The decrease in entropy is given by

$$
0 \leqslant \mathcal{E}_{r}^{s}(\mathbf{X})-\mathcal{E}_{r}^{s}(\mathbf{Y}) \leqslant \begin{cases}\left(1-N!^{s-1}\right)\left(H_{r}^{s}(\mathbf{X})+\left(2^{1-s}-1\right)^{-1}\right), & s \neq 1 \\ \log _{2} N!, & s=1\end{cases}
$$

Equality on the left hand side holds iff $f\left(\mathbf{y}_{j}\right)=0, j=2, \ldots, N$ ! almost everywhere in $\Omega$, where $\Omega$ is the region in which $f\left(\mathbf{y}_{j}\right)$ is defined. Equality on the right hand side holds iff $f\left(\mathbf{y}_{1}\right)=f\left(\mathbf{y}_{2}\right)=\ldots=f\left(\mathbf{y}_{N!}\right)$.

Proof. Let $r \neq 1, s \neq 1$. Since

$$
\frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \begin{cases}\leqslant 1, & 0<r<1 \\ \geqslant 1, & r>1\end{cases}
$$

multiplying by $f^{r}\left(\mathbf{y}_{1}\right)$ on both sides and integrating we get

$$
\int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \mathrm{d} \mathbf{y}_{1} \begin{cases}\leqslant \int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1}, & 0<r<1 \\ \geqslant \int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1}, & r>1\end{cases}
$$

Let us consider the function

$$
\eta(x)=\left(2^{1-s}-1\right)^{-1}\left(x^{\frac{\pi-1}{r-1}}-1\right), \quad r \neq 1, s \neq 1, r>0
$$

It is casy to verify that $\eta$ is increasing in $x>0$ for $0<r<1$ and decreasing in $x>0$ for $r>1$. Thus, applying $\eta$ to both sides we obtain

$$
H_{r}^{s}(\mathbf{Y}) \leqslant H_{r}^{s}(\mathbf{X})
$$

for all $r>0$ and any $s$. Therefore, by continuity of $H_{r}^{s}(\mathbf{Y})$ and $H_{r}^{s}(\mathbf{X})$ with respect to $r$ and $s$, we have

$$
\mathcal{E}_{r}^{s}(\mathbf{Y}) \leqslant \mathcal{E}_{r}^{s}(\mathbf{X})
$$

for all $r>0$ and any $s$. Equality holds iff $f\left(\mathbf{y}_{j}\right)=0(j=2, \ldots, N!)$ almost everywhere in $\Omega$, where $\Omega$ is the region in which $f\left(\mathbf{y}_{j}\right)$ is defined.

On the other hand, applying Jesen's inequality we have

$$
\left(\frac{\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)}{N!}\right)^{r} \begin{cases}\geqslant \frac{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)}{N!}, & 0<r<1 \\ \leqslant \frac{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)}{N!}, & r>1\end{cases}
$$

i.e.,

$$
\frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \begin{cases}\geqslant N!^{r-1}, & 0<r<1 \\ \leqslant N!^{r-1}, & r>1\end{cases}
$$

Multiplying by $f^{r}\left(\mathbf{y}_{1}\right)$ on both sides and integrating we get

$$
\int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \frac{\left(\sum_{j=1}^{N!} f\left(\mathbf{y}_{j}\right)\right)^{r}}{\sum_{j=1}^{N!} f^{r}\left(\mathbf{y}_{j}\right)} \mathrm{d} \mathbf{y}_{1} \begin{cases}\geqslant N!^{r-1} \int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1}, & 0<r<1 \\ \leqslant N!^{r-1} \int_{\mathbf{R}^{N}} f^{r}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1}, & r>1\end{cases}
$$

Thus, applying $\eta$ to both sides, we obtain

$$
H_{r}^{s}(\mathbf{Y}) \geqslant N!^{s-1} H_{r}^{s}(\mathbf{X})+\left(2^{1-s}-1\right)^{-1}\left(N!^{s-1}-1\right)
$$

for all $r>0(r \neq 1)$ and any $s$.
Therefore, by continuity of $H_{r}^{s}(\mathbf{Y})$ and $H_{r}^{s}(\mathbf{X})$ with respect to $r$ and $s$, we obtain the announced result. Finally, equality holds iff

$$
f\left(\mathbf{y}_{1}\right)=f\left(\mathbf{y}_{2}\right)=\ldots=f\left(\mathbf{y}_{N!}\right)
$$

## 3. The $(r, s)$-Entropy measure of the order statistics

Now we consider a sequence of $N$ random variables $X_{1}, \ldots, X_{N}$ that are i.i.d. with p.d.f. $f(x)$. Then the $(r, s)$-entropy measure of each of the random variables is defined as
$\mathcal{E}_{r}^{s}\left(X_{i}\right)=\left\{\begin{array}{lr}H_{r}^{s}\left(X_{i}\right)=\left(2^{1-s}-1\right)^{-1}\left[\left(\int_{\mathbf{R}} f(x)^{r} \mathrm{~d} x\right)^{\frac{*-1}{r-1}}-1\right], & r>0, r \neq 1, s \neq 1, \\ H_{1}^{s}\left(X_{i}\right)=\left(2^{1-s}-1\right)^{-1}\left\{\exp _{2}\left((s-1) \int_{\mathbf{R}} f(x) \log _{2} f(x) \mathrm{d} x\right)-1\right\}, \\ & r=1, s \neq 1, \\ H_{r}^{1}\left(X_{i}\right)=(1-r)^{-1} \log _{2} \int_{\mathbf{R}} f(x)^{r} \mathrm{~d} x, & r>0, r \neq 1, s=1, \\ H\left(X_{i}\right)=-\int_{\mathbf{R}} f(x) \log _{2} f(x) \mathrm{d} x, & r=1, s=1 .\end{array}\right.$
The p.d.f. of the $k$ th-order statistic $Y_{k}$, after the sequence $X_{1}, \ldots, X_{N}$ has been observed, is given by

$$
f_{k}(y)=N\binom{N-1}{k-1}[F(y)]^{k-1}[1-F(y)]^{N-k} f(y)
$$

Note that we now write $f_{k}(y)$ instead of $f_{k}^{*}(y)$. We define the entropy of the $k$ th-order statistic $Y_{k}$ as
$\mathcal{E}_{r}^{s}\left(Y_{k}\right)=\left\{\begin{array}{lr}H_{r}^{s}\left(Y_{k}\right)=\left(2^{1-s}-1\right)^{-1}\left[\left(\int_{\mathbf{R}} f_{k}(y)^{r} \mathrm{~d} y\right)^{\frac{4-1}{r-1}}-1\right], & r>0, r \neq 1, s \neq 1, \\ H_{1}^{s}\left(Y_{k}\right)=\left(2^{1-s}-1\right)^{-1}\left\{\exp _{2}\left((s-1) \int_{\mathbf{R}} f_{k}(y) \log _{2} f_{k}(y) \mathrm{d} y\right)-1\right\}, \\ H_{r}^{1}\left(Y_{k}\right)=(1-r)^{-1} \log _{2} \int_{\mathbf{R}} f_{k}(y)^{r} \mathrm{~d} y, & r=1, s \neq 1, \\ H\left(Y_{k}\right)=-\int_{\mathbf{R}} f_{k}(y) \log _{2} f_{k}(y) \mathrm{d} y, & r>0, r \neq 1, s=1, \\ & r=1, s=1,\end{array}\right.$
and we also define, see Wong [9], the average unified $(r, s)$-entropy of the order statistics $Y_{k}$ as

$$
\overline{\mathcal{E}_{r}^{s}}(Y)=\frac{1}{N} \sum_{k=1}^{N} \mathcal{E}_{r}^{s}\left(Y_{k}\right)
$$

In the following theorem we establish an upper bound for the difference between the average unified ( $r, s$ )-entropy measure of the order statistics and the unified $(r, s)$-entropy measure of a member of the original random variables.

Theorem 3. Consider $N$ i.i.d. random variables $X_{1}, \ldots, X_{N}$. Then

$$
\mathcal{E}_{r}^{s}(X)-\overline{\mathcal{E}_{r}^{s}}(Y) \begin{cases}\leqslant\left(1-N^{s-1}\right)\left(H_{r}^{s}(X)+\left(2^{1-s}-1\right)^{-1}\right), & r \geqslant s, s \neq 1 \\ \leqslant \log _{2} N, & r \geqslant s, s=1\end{cases}
$$

Proof. Let $s \neq 1, r \neq 1$. Consider the random variable $Z$, taking the values

$$
z_{k}=\int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y, \quad k=1, \ldots, N
$$

with probability $\frac{1}{N}$, and consider the function

$$
\Phi(t)=t^{\frac{-1}{r-1}}, \quad s \neq 1, r \neq 1
$$

Then

$$
\begin{aligned}
& E[\Phi(Z)]=\frac{1}{N} \sum_{k=1}^{N}\left\{\int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{,-1}{,-1}}, \\
& \Phi(E[Z])=\left\{\frac{1}{N} \sum_{k=1}^{N} \int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{,-1}{,-1}}
\end{aligned}
$$

Applying Jensen's inequality, we have

$$
\begin{aligned}
& \left\{\frac{1}{N} \sum_{k=1}^{N} \int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{y-1}{j-1}} \\
\leqslant & \frac{1}{N} \sum_{k=1}^{N}\left\{\int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{s-1}{r-1}},
\end{aligned}
$$

when $\frac{s-1}{r-1}<0$ or $\frac{s-1}{r-1}>1$. Subtracting 1 , multiplying by $\left(2^{1-s}-1\right)^{-1}(s \neq 1)$ on both sides and simplifying, we get

$$
\begin{aligned}
\frac{1}{2^{1-s}-1}\left[\left\{\frac{1}{N} \sum_{k=1}^{N} \int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{\Delta-1}{v-1}}-1\right] \\
\leqslant \overline{H_{r}^{s}}(Y), \quad r>s
\end{aligned}
$$

As

$$
\begin{aligned}
& \sum_{k=1}^{N}\left[N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k} f(y)\right]^{r} \\
& \qquad \begin{cases}\leqslant\left[\sum_{k=1}^{N} N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k} f(y)\right]^{r}, & r>1, \\
\geqslant\left[\sum_{k=1}^{N} N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k} f(y)\right]^{r}, & 0<r<1\end{cases}
\end{aligned}
$$

and $\sum_{k=1}^{N} N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k} f(y)=N f(y)$, dividing by $N$ on both sides and integrating over $\mathbb{R}$ we get

$$
\frac{1}{N} \sum_{k=1}^{N} \int_{\mathrm{R}}\left[N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k} f(y)\right]^{r} \mathrm{~d} y\left\{\begin{array}{r}
\leqslant \frac{1}{N} \int_{\mathbf{R}} N^{r} f(y)^{r} \mathrm{~d} y \\
r>1 \\
\geqslant \frac{1}{N} \int_{\mathbf{R}} N^{r} f(y)^{r} \mathrm{~d} y \\
0<r<1
\end{array}\right.
$$

Thus, applying $\eta$ to both sides, we obtain

$$
\begin{gathered}
\frac{1}{2^{1-s}-1}\left[\left\{\frac{1}{N} \sum_{k=1}^{N} \int_{\mathbf{R}} N^{r}\binom{N-1}{k-1}^{r}\left(F(y)^{k-1}(1-F(y))^{N-k}\right)^{r} f(y)^{r} \mathrm{~d} y\right\}^{\frac{y-1}{=-1}}-1\right] \\
\geqslant \\
\geqslant \frac{1}{2^{1-s}-1}\left\{\left[N^{r-1} \int_{\mathbf{R}} f(y)^{r} \mathrm{~d} y\right]^{\frac{y-1}{-1}}-1\right\} \\
\\
=\frac{N^{s-1}}{2^{1-s}-1}\left\{\left[\int_{\mathbf{R}} f(y)^{r} \mathrm{~d} y\right]^{\frac{s-1}{,-1}}-1\right\}+\frac{N^{s-1}-1}{2^{1-s}-1} \\
\\
=N^{s-1} H_{r}^{s}(X)+\frac{N^{s-1}-1}{2^{1-s}-1}, \quad s \in \mathbb{B}, r \in \mathbb{R}
\end{gathered}
$$

Therefore we conclude that

$$
\overline{H_{r}^{s}}(Y) \geqslant N^{s-1} H_{r}^{s}(X)+\frac{N^{s-1}-1}{2^{1-s}-1}, \quad r>s
$$

and the result follows by taking appropriate limits for $r$ and $s$.
Theorem 4. Suppose we have $N$ i.i.d. random variables $X_{1}, \ldots, X_{N}$. Then

$$
\mathcal{E}_{r}^{s}(X)-\overline{\mathcal{E}_{r}^{s}}(Y) \geqslant 0 \quad \forall(r, s) \in\left\{(r, s) / r>0, s \geqslant 2-\frac{1}{r}\right\} .
$$

Proof. Let us define $h_{k}(y)=N\binom{N-1}{k-1} F(y)^{k-1}(1-F(y))^{N-k}$. From Minkowski's inequality we get

$$
\begin{aligned}
& \left(\int_{\mathbf{R}}\left(\sum_{k=1}^{N} \frac{1}{N} h_{k}(y) f(y)\right)^{r} \mathrm{~d} y\right)^{1 / r} \\
& \qquad\left\{\begin{array}{lr}
\leqslant \sum_{k=1}^{N}\left(\int_{\mathbf{R}}\left(\frac{1}{N}\right)^{r} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}=\sum_{k=1}^{N} \frac{1}{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r} \\
\geqslant \sum_{k=1}^{N} \frac{1}{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r} & r>1
\end{array}\right.
\end{aligned}
$$

Then

$$
\left(\int_{\mathbf{R}}\left(\sum_{k=1}^{N} \frac{1}{N} l_{k}(y) f(y)\right)^{r} \mathrm{~d} y\right)^{\frac{3-1}{r-1}}
$$

$$
\left\{\begin{array}{l}
\leqslant\left(\sum_{k=1}^{N} \frac{1}{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}\right)^{r \frac{s-1}{r-1}} \\
\quad\left(r>1, \frac{s-1}{r-1}>0\right) \text { or }\left(0<r<1, \frac{s-1}{r-1}<0\right) \\
\geqslant\left(\sum_{k=1}^{N} \frac{1}{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}\right)^{r \frac{s-1}{r-1}} \\
\quad\left(r>1, \frac{s-1}{r-1}<0\right) \text { or }\left(0<r<1, \frac{s-1}{r-1}>0\right)
\end{array}\right.
$$

Now we consider the function

$$
t(x)=x^{r \frac{x-1}{r-1}}, \quad r \neq 1
$$

This function is convex when $r \frac{s-1}{r-1}>1$ or $r \frac{s-1}{r-1}<0$, and concave when $0<r \frac{s-1}{r-1}<1$. If we consider the random variable $Z$, taking the values

$$
z_{k}=\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}, \quad k=1,2, \ldots, N
$$

with probabilities $\frac{1}{N}$, it follows that

$$
\begin{aligned}
E[Z] & =\frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r} \\
t(E[Z]) & =\left(\frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}\right)^{r \frac{s-1}{r-1}}, \\
t(Z) & =\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{v-1}{x-1}}
\end{aligned}
$$

and

$$
E[t(Z)]=\frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{-1}{r-1}}
$$

Applying Jensen's inequality, we have

$$
\begin{aligned}
& \left(\frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{1 / r}\right)^{r \frac{s-1}{r-1}} \\
& \begin{cases}\leqslant \frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{*-1}{r-1}}, & r \frac{s-1}{r-1}>1 \text { or } r \frac{s-1}{r-1}<0 \\
\geqslant \frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{\pi-1}{r-1}}, & 0<r \frac{s-1}{r-1}<1\end{cases}
\end{aligned}
$$

## 3.2

Combining inequalities (3.1) and (3.2), we get

$$
\begin{aligned}
& \left(\int_{\mathbf{R}}\left(\sum_{k=1}^{N} \frac{1}{N} h_{k}(y) f(y)\right)^{r} \mathrm{~d} y\right)^{\frac{x-1}{r-1}} \\
& \qquad \begin{cases}\leqslant \frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{\operatorname{si}}{r-1}}, & s \geqslant 1, s>2-\frac{1}{r} \\
\geqslant \frac{1}{N} \sum_{k=1}^{N}\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{x-1}{r-1}}, \quad s<1, s>2-\frac{1}{r}\end{cases}
\end{aligned}
$$

Subtracting 1 and multiplying by $\left(2^{1-s}-1\right)^{-1}(s \neq 1)$ on both sides of the inequality, we have

$$
\begin{aligned}
H_{r}^{s}(X) & =\left(2^{1-s}-1\right)^{-1}\left(\int_{\mathbf{R}}\left(\sum_{k=1}^{N} \frac{1}{N} h_{k}(y) f(y)\right)^{r} \mathrm{~d} y\right)^{\frac{,-1}{r-1}} \\
& \geqslant \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2^{1-s}-1}\left\{\left(\int_{\mathbf{R}} h_{k}(y)^{r} f(y)^{r} \mathrm{~d} y\right)^{\frac{*-1}{r-1}}-1\right\}=\overline{H_{r}^{s}}(Y)
\end{aligned}
$$

for all $(r, s) \in\left\{(r, s) / r>0, s \geqslant 2-\frac{1}{r}\right\}$. Therefore, by continuity of $H_{r}^{s}(X)$ and $\overline{H_{r}^{s}}(Y)$ with respect to $r$ and $s$, we get

$$
\mathcal{E}_{r}^{s}(X)-\overline{\mathcal{E}_{r}^{s}}(Y) \geqslant 0 \quad \forall(r, s) \in\left\{(r, s) / r>0, s \geqslant 2-\frac{1}{r}\right\}
$$

Now we study some properties of the $(r, s)$-entropy measure of the order statistics when the p.d.f. of the original i.i.d. random variables is symmetric about the mean.

Theorem 5. For an i.i.d. sequence of random variables $X_{1}, \ldots, X_{N}, N$ being odd, whose members have a p.d.f. that is symmetric about its mean $\mu$, the ( $r, s$ )-entropy measure of the order statistics has the following propertics:
(1) $\mathcal{E}_{r}^{s}\left(Y_{k}\right)=\mathcal{E}_{r}^{s}\left(Y_{N-k+1}\right)$,
(2) $\frac{\partial \mathcal{E}_{r}^{*}\left(Y_{k}^{\prime}\right)}{\partial k}=-\frac{\partial \mathcal{E}_{r}^{N}\left(Y_{N-k+1}\right)}{\partial k}$,
(3) $\frac{\partial \mathcal{E}_{i}^{?}\left(Y_{k}\right)}{\partial k}=0$ if $k=\frac{N+1}{2}$,
(4) Let $f(x)$ be the original p.d.f. of the random variables $X_{1}, \ldots, X_{N}$ and $\mathcal{E}_{r}^{s}\left(Y_{k}\right)$ the ( $r, s$ )-entropy measure of the kth-order statistic. Let us define $X_{n}^{*}=a X_{n}+b$ ( $a>0$ ), then the corresponding $(r, s)$-entropy measure of the $k$ th-order statistic is given by

$$
\mathcal{E}_{r}^{s}\left(Y_{k}^{*}\right)= \begin{cases}a^{1-s} H_{r}^{s}\left(Y_{k}\right)+\frac{a^{1-s}-1}{2^{1-s}-1}, & s \neq 1 \\ H_{r}^{1}\left(Y_{k}\right)+\log _{2} a, & s=1\end{cases}
$$

Proof. (1) Since

$$
H_{r}^{s}\left(Y_{N-k+1}\right)=\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} f_{N-k+1}^{r}(y) \cdot \mathrm{d} y\right)^{\frac{-1}{,-1}}-1\right\}
$$

taking $y=\mu+z$ we get

$$
H_{r}^{s}\left(Y_{N-k+1}\right)=\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} f_{N-k+1}^{r}(\mu+z) \mathrm{d} z\right)^{\frac{.-1}{r-1}}-1\right\}
$$

As the p.d.f. of the original i.i.d. random variables is symmetric about the mean, we have

$$
f_{k}(\mu+y)=f_{N-k+1}(\mu-y)
$$

Therefore

$$
\begin{aligned}
H_{r}^{s}\left(Y_{N-k+1}\right) & =\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} f_{N-k+1}^{r}(\mu-z) \mathrm{d} z\right)^{\frac{-1}{r-1}}-1\right\} \\
& =\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} f_{k}^{r}(t) \mathrm{d} t\right)^{\frac{-1}{r-1}}-1\right\}=H_{r}^{s}\left(Y_{k}\right)
\end{aligned}
$$

By continuity of $H_{r}^{s}$ with respect to $r$ and $s$ we get

$$
\mathcal{E}_{r}^{s}\left(Y_{k}\right)=\mathcal{E}_{r}^{s}\left(Y_{N-k+1}\right)
$$

(2) Using the definition of $H_{r}^{s}\left(Y_{k}\right)$ and differentiating with respect to $k$, we have

$$
\frac{\partial H_{r}^{s}\left(Y_{k}\right)}{\partial k}=\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} f_{k}^{r}(y) \mathrm{d} y\right)^{\frac{\frac{t-1}{r-1}-1}{r-1}} \frac{r-1}{\left.r-\int_{\mathbf{R}} f_{k}^{r-1}(y) \frac{\partial f_{k}(y)}{\partial k} \mathrm{~d} y\right\} . . . . . .}\right.
$$

We know that (Wong and Chen [9], p. 281)

$$
\frac{\partial f_{k}(y)}{\partial k}=\left(-D(k)+\log \frac{F(y)}{1-F(y)}\right) f_{k}(y)
$$

where

$$
D(k)=\sum_{i=1}^{k-1} \frac{1}{i}-\sum_{i=1}^{N-k} \frac{1}{i}
$$

with the property that $D(N-k+1)=-D(k)$ for $k<\frac{N+1}{2}$.
Suppose $k_{0} \leqslant \frac{N+1}{2}$. Let $y=\mu+z$, then

$$
\begin{aligned}
{\left[\frac{\partial H_{r}^{s}\left(Y_{k}\right)}{\partial k}\right]_{k=k_{0}}=} & \frac{(s-1) r}{\left(2^{1-s}-1\right)(r-1)}\left\{\left(\int_{\mathbf{R}} f_{k_{0}}^{r}(\mu+z) \mathrm{d} z\right)^{\frac{-1}{1-1}-1}\right. \\
& \left.\int_{\mathbf{R}} f_{k_{0}}^{r}(\mu+z)\left(-D\left(k_{0}\right)+\log \frac{F(\mu+z)}{1-F(\mu+z)}\right) \mathrm{d} y\right\} \\
= & \frac{(s-1) r}{\left(2^{1-s}-1\right)(r-1)}\left\{\left(\int_{\mathbf{R}} f_{N-k_{0}+1}^{r}(\mu-z) \mathrm{d} z\right)^{\frac{\mu-1}{r-1}-1}\right. \\
& \left.\int_{\mathbf{R}} f_{N-k_{0}+1}^{r}(\mu-z)\left(D\left(N-k_{0}+1\right)-\log \frac{1-F(\mu-z)}{F(\mu-z)}\right) \mathrm{d} y\right\} \\
= & {\left[\frac{\partial H_{r}^{s}\left(Y_{N-k+1}\right)}{\partial k}\right]_{k=k_{0}} }
\end{aligned}
$$

By continuity of $H_{r}^{s}\left(Y_{k}\right)$ with respect to $r$ and $s$ we get

$$
\frac{\partial \mathcal{E}_{r}^{s}\left(Y_{k}\right)}{\partial k}=-\frac{\partial \mathcal{E}_{r}^{s}\left(Y_{N-k+1}\right)}{\partial k}
$$

(3) If $k=\frac{N+1}{2}$, then (2)

$$
\frac{\partial \mathcal{E}_{r}^{s}\left(Y_{\frac{N+1}{2}}\right)}{\partial k}=-\frac{\partial \mathcal{E}_{r}^{s}\left(Y_{\frac{N+1}{2}}\right)}{\partial k}
$$

Therefore

$$
\frac{\partial \mathcal{E}_{r}^{s}\left(Y_{k}\right)}{\partial k}=0 \text { if } k=\frac{N+1}{2} .
$$

(4) If $g(x)$ and $G(x)$ are the p.d.f. and the c.d.f. of $X_{n}^{*}$, respectively, $g(x)=\frac{1}{a} f\left(\frac{x-b}{a}\right)$ and $G(x)=F\left(\frac{x-b}{a}\right)$, where $F$ is the c.d.f. of the random variables $X_{1}, \ldots, X_{N}$, then

$$
\begin{aligned}
g_{k}(x) & =N\binom{N-1}{k-1} G^{k-1}(x)[1-G(x)]^{N-k} g(x) \\
& =N\binom{N-1}{k-1} F^{k-1}\left(\frac{x-b}{a}\right)\left[1-F\left(\frac{x-b}{a}\right)\right]^{N-k} \frac{1}{a} f\left(\frac{x-b}{a}\right)=\frac{1}{a} f_{k}\left(\frac{x-b}{a}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
H_{r}^{s}\left(Y_{k}^{*}\right) & =\left(2^{1-s}-1\right)^{-\eta}\left\{\left(\int_{\mathbf{R}} \frac{1}{a^{r}} f_{k}^{r}\left(\frac{x-b}{a}\right) \mathrm{d} x\right)^{\frac{s-1}{r-1}}-1\right\} \\
& =\left(2^{1-s}-1\right)^{-1}\left\{\left(\int_{\mathbf{R}} \frac{1}{a^{r-1}} f_{k}^{r}(y) \mathrm{d} y\right)^{\frac{\frac{-1}{1-1}}{r-1}}-1\right\} \\
& =\frac{\left(2^{1-s}-1\right)^{-1}}{a^{s-1}}\left\{\left(\int_{\mathbf{R}} f_{k}^{r}(y) \mathrm{d} y\right)^{\frac{\frac{-1}{-1}}{r-1}}-1\right\}+\left(2^{1-s}-1\right)^{-1}\left(\frac{1}{a^{s-1}}-1\right) \\
& =a^{1-s} H_{r}^{s}\left(Y_{k}\right)+\frac{a^{1-s}-1}{2^{1-s}-1} .
\end{aligned}
$$

Now the result follows by continuity of $H_{r}^{s}$ with respect to $r$ and $s$.
An example illustrates the result obtained above.

## 4. Numerical example

Consider the logistic p.d.f. with location parameter $\mu$ and scale parameter $a$, i.e.

$$
f(x / \mu, a)=\frac{1}{a} \frac{\exp \left(-\frac{x-\mu}{a}\right)}{\left(1+\exp \left(-\frac{x-\mu}{a}\right)\right)^{2}}, \quad x \in \mathbb{R}, \mu \in \mathbb{R}, a>0,
$$

so that the variation of the parameter $a$ results in a family of p.d.f.'s symmetric about $\mu$. It can be easily checked that

$$
E(X / \mu, a)=\mu, V(X / \mu, a)=\frac{a^{2} \pi^{2}}{3}, F(x / \mu, a)=\left(1+\exp \left(-\frac{x-\mu}{a}\right)\right)^{-1}
$$

and
$f_{Y_{k}}(x / \mu, a)=\frac{1}{a} N\binom{N-1}{k-1} \exp \left(-(N-k+1) \frac{x-\mu}{a}\right)\left(1+\exp \left(-\frac{x-\mu}{a}\right)\right)^{-N-1}$.

Let us define $H(s, r, k, N, a, \mu)=H_{r}^{s}\left(Y_{k}\right)$, where $Y_{k}$ is the $k$ th-order statistics of a sequence of $N$ random variables that are i.i.d. with p.d.f. $f(. / \mu, a)$. First, let us suppose $\mu=0$ and $a=1$. Gradshtein [3], p. 305, shows that

$$
\int_{-\infty}^{+\infty} \frac{\mathrm{e}^{-\mu x} \mathrm{~d} x}{\left(\mathrm{e}^{\beta / \gamma}+\mathrm{e}^{-x / \gamma}\right)^{\nu}}=\gamma \exp \left\{\beta\left(\mu-\frac{\nu}{\gamma}\right)\right\} \frac{\Gamma(\gamma \mu) \Gamma(\nu-\gamma \mu)}{\Gamma(\nu)}
$$

provided $\operatorname{Re}\left(\frac{\nu}{\gamma}\right)>\operatorname{Re}(\mu)>0$ and $|\operatorname{Im}(\beta)|<\pi \operatorname{Re}(\gamma)$. Taking $\mu=(N-k+1)$, $\nu=(N+1) r, \beta=0$ and $\gamma=1$, we get

$$
\begin{aligned}
\int_{\mathbf{R}} f_{Y_{k}}^{r}(x) \mathrm{d} x & =N^{r}\binom{N-1}{k-1}^{r} \int_{\mathbf{R}} \frac{\mathrm{e}^{-(N-k+1) r x} \mathrm{~d} x}{\left(1+\mathrm{e}^{-x}\right)^{(N+1) r}} \\
& =N^{r}\binom{N-1}{k-1}^{r} \frac{\Gamma(r(N-k+1)) \Gamma(r k)}{\Gamma(r(N+1))}
\end{aligned}
$$

which yields

$$
\begin{array}{r}
H(s, r, k, N, 1,0)=\left(2^{1-s}-1\right)^{-1}\left\{\left(\frac{N^{r}\binom{N-1}{k-1}^{r} \Gamma(r(N-k+1)) \Gamma(r k)}{\Gamma(r(N+1))}\right)^{\frac{v-1}{r-1}}-1\right\} \\
s \neq 1, r \neq 1
\end{array}
$$

and

$$
H(1, r, k, N, 1,0)=\frac{1}{(1-r) \log 2} \log \left\{\frac{N^{r}\binom{N-1}{k-1}^{r} \Gamma(r(N-k+1)) \Gamma(r k)}{\Gamma(r(N+1))}\right\}
$$

where $\log =\log _{\mathrm{e}}$ and $\Gamma(p)=\int_{0}^{\infty} x^{p-1} \mathrm{e}^{-x} \mathrm{~d} x$. Furthermore

$$
\begin{aligned}
H(1,1, k, N, 1,0)= & \frac{-1}{\log 2} \int_{-\infty}^{+\infty} f_{Y_{k}}(x) \log f_{Y_{k}}(x) \mathrm{d} x \\
= & \frac{1}{\log 2}\left\{-\log \left[N\binom{N-1}{k-1}\right]+(N-k+1) \int_{-\infty}^{+\infty} x f_{Y_{k}}(x) \mathrm{d} x\right. \\
& \left.+(N+1) \int_{-\infty}^{+\infty} \log \left(1+\mathrm{e}^{-x}\right) f_{Y_{k}}(x) \mathrm{d} x\right\}
\end{aligned}
$$

Now, from the relation

$$
\Psi(n)=-\gamma+\sum_{i=1}^{n-1} \frac{1}{i}
$$

where $\Psi(z)=\frac{d}{d z} \log \Gamma(z)=\frac{\Gamma^{\prime}(z)}{\Gamma(z)}$ is the psi (or digamma) function and $\gamma=$ $-\int_{0}^{\infty} \mathrm{e}^{-x} \log x \mathrm{~d} x=0.577,215 \ldots$ is Euler's constant, we obtain after substituting $u=\frac{1}{1+\mathrm{e}^{-x}}$ and $u=-\log \left(1+\mathrm{e}^{-x}\right)$ in the integrals $\int_{-\infty}^{+\infty} x f_{Y_{k}}(x) \mathrm{d} x$ and $\int_{-\infty}^{+\infty} \log \left(1+\mathrm{e}^{-x}\right) f_{Y_{k}}(x) \mathrm{d} x$, respectively, that

$$
\begin{aligned}
H(1,1, k, N, 1,0)= & \frac{1}{\log 2}\left\{-\log \left[N\binom{N-1}{k-1}\right]+(N-k+1)\left(\sum_{i=1}^{k-1} \frac{1}{i}-\sum_{i=1}^{N-k} \frac{1}{i}\right)\right. \\
& \left.+(N-1) N\binom{N-1}{k-1} \sum_{j=0}^{N-k}\binom{N-k}{j}(-1)^{N-k-j} \frac{1}{(N-j)^{2}}\right\}
\end{aligned}
$$

and

$$
H(s, 1, k, N, 1,0)=\left(2^{1-s}-1\right)^{-1}\left\{\exp _{2}((1-s) H(1,1, k, N, 1,0))-1\right\}, \quad s \neq 1
$$

For more results about order statistics of the logistic distribution see the book of Balakrishnan N. and Cohen A.C. [2].

Finally, we have

$$
H(s, r, k, N, a, \mu)= \begin{cases}a H(s, r, k, 1,0)+\frac{a^{1-s}-1}{2^{1-s}-1}, & s \neq 1 \\ H(s, r, k, 1,0)+\frac{\log a}{\log 2}, & s=1\end{cases}
$$

The $(r, s)$-entropies $H(s, r, k, N, a, \mu)$ of the order statistics are plotted in Figures 1 and 2 for various values of $a$. The number of input samples $N$ is taking to be seven. The median $(k=4)$ is the point that has globally maximum entropy and the firstorder and seventh-order statistics have globally minimum entropy.
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Figure 1. $(r, s)$-cntropy of the order statistics with logistic distribution


Figure 2. ( $r, s$ )-entropy of the order statistics with logistic distribution
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