
Applications of Mathematics

María Del Carmen Pardo; Julio A. Pardo
Statistical applications of order α-β weighted information energy

Applications of Mathematics, Vol. 40 (1995), No. 4, 305–317

Persistent URL: http://dml.cz/dmlcz/134296

Terms of use:
© Institute of Mathematics AS CR, 1995

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.

This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz

http://dml.cz/dmlcz/134296
http://dml.cz


40 (1995) APPLICATIONS OF MATHEMATICS No. 4, 305-317 

STATISTICAL APPLICATIONS OF ORDER a-0 

WEIGHTED INFORMATION ENERGY 

M. C. PARDO, J. A. PARDO, Madrid* 

(Received December 28, 1993) 

Summary. A statistic using the concept of order a-/3 weighted information energy intro
duced by Tuteja et al. (1992) is considered and its asymptotic distribution in a stratified 
random sampling is obtained. Some special cases are also discussed. 

Keywords: order a-/3 weighted information energy, asymptotic distribution, testing of 
hypotheses 

AMS classification: 62B10, 62E20 

1. INTRODUCTION 

Onicescu (1966) introduced the concept of information energy in information the

ory. This measure, for a discrete random variable having a finite number of values 

xi, . . . , XM w - t h probabilities pi, . . . , P M , respectively, is given by 

M 
,2 (1) ед = £P? 

ѓ = l 

where P = (pi,... ,p^)- Some interesting applications and properties of this expres

sion can be found in Pardo (1981, 1983, 1987), Pardo et al. (1985, 1988, 1989), Perez 

(1966) and Theodorescu (1977), Vajda (1967) and Theodorescu (1977) present an 

axiomatic treatment of the expression (1). 

* The research in this paper was supported in part by DGICYT Grants No. PB91-0387 
and No. PB91-0155. Their financial support is gratefully acknowledged. 
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In order to distinguish the elements x\, . . . , %M according to their importance with 
respect to a given qualitative characteristic of the system, we associate a positive 
number ui with each outcome X{. In this context Theodorescu (1977) presented a 
generalization of Onicescu's information energy given by 

M 

(2) £(P, U) = *=± where U = ( M l , . . . , uM). 

_2 PiUi 
i = l 

Pardo (1981) defined the useful informational energy, Pardo (1985) gave an axiomatic 
characterization and Pardo et al. (1994) obtained the asymptotic distribution of the 
analogue estimator of this measure, in a random and stratified sampling. 

Aggarwal and Picard (1978) and Sharman et al. (1978) introduced and charac
terized a generalized measure of useful information, called useful information of de

gree (3, given by 

M R 1 

E^U-pf-1) 
(3) H(3(P) = i~l

 i_2l_p , / 3 > 0 a n d / 3 ^ 1 . 

In this line, Singh (1983) introduced the measure 

M 

Zui(pf-Pi) 
(4) h^)(P,U) = i-^_oi_2l_p , a,p>0, a 7-1, /3 ^ 1 and a ^ / 3 

that includes interesting particular and limiting cases. For example, when a = 1 and 
(3 7-- 1, (4) reduces to (3); when U{ = 1 for all i = 1, . . . , M, (4) reduces to entropy 
of type (a,/3) (Sharma and Taneja, 1975); when a = 1 and U{ = 1 for all i = 1, . . . , 
M, (4) reduces to entropy of degree /3 (Havrda and Charvat, 1967); when a = 1 and 
P -» 1, (4) reduces to weighted entropy (Belis and Guiasu, 1968) and when a = 1, 
/3 -> 1 and U{ = 1 (4) reduces to Shannon's entropy (Shannon, 1948). Also, Singh 
(1983) gave a characterization of the expression (4). 

In this paper, we consider a new concept of weighted information energy that 
depends upon two parameters, a and /3, introduced and characterized by Tuteja et 
al. (1992). This measure, called order a-(3 weighted information energy, is defined as 

M 

E ui(p? -Pi) 
(5) e(a./j)(P,£/) = i ^ J, , a , / ? > 0 , a 7-1, /3 ?-1 and a 7-/3. 

( a - 1) iZPiui 
i=l 
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When ft —> oo the measure (5) reduces to the order a-weighted information energy 

given by Pardo (1986) and when f3 = 1 and a - r 1 this expression reduces to the 
useful Shannon entropy introduced by Picard (1972,1979). Its asymptotic behaviour 
analyzed by Pardo (1993). 

We obtain the asymptotic distribution of the analogue estimate of the expression 
(5) in a stratified random sampling. The knowledge of this asymptotic distribution 
allows us to construct different tests of hypotheses. Some special cases are also 
discussed. 

Other contributions to measures of useful information have also been made by 
Gurdial and Pesson (1973), Hooda (1984), Kannappan (1980), Mohan and Mitter 
(1978) and Sharma and Shing (1983). 

2 . ASYMPTOTIC DISTRIBUTION OF THE ORDER a-(i 

WEIGHTED INFORMATION ENERGY 

Consider a population with IV individuals which can be classified into M classes 
or categories, xi , ..., XM according to a certain process X, and let 

M 

AM = [P = (Pt)i=i,...,M|5Zpt-l,Pi ^ 0 , i = 1 , . . . ,MJ 
i=l 

be the set of all probability distributions over x = {̂ i> •.. , # M } - NOW we suppose 
that the population with IV individuals can be divided into r non-overlapping sub-
populations, called strata, as homogeneous as possible with respect to X. Let IV^ be 
the number of individuals in the fcth stratum, Pik the probability that a randomly 
selected member belongs to the fcth stratum and to the class xi, pi. the probability 
that a randomly selected member in the whole population belongs to the class Xi, 

and p.k the probability that it belongs into the fcth stratum. Then one obtains 

r Mr 

"£Nk=N, £X>* = 1 > 
fc=l i=l k=l 

r M 

Pi. = ^2 Pik P.k = ̂ 2 Pik 
k=i i = i 

and we denote by Wk the relative size of the fcth stratum, i.e., Wk = Nk/N — p.k-
Finally, let Ui be the utility of the class Xi. 

In order to obtain an estimate for the order a-/3 weight information energy in the 
population, we shall draw at random a stratified sample of size n, independently of 
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the other strata. Assume that the sample is chosen by a specified allocation tDfc, 

k = 1, . . . , r, so that a sample of size n* is drawn independently at random with 

replacement from the kth stratum, where Wk = nk/n. For example, if Wk is constant 

we get a constant allocation, if Wk = Nk/N we get a proportional allocation and if 

wIfc = Ok/ck we get an optimum allocation where Ok is the variance and Ck is the 

cost per unit of sampling in the fcth stratum. If pik denotes the relative frequency, 

in the size n sample, of individuals belonging to the class Xi in the kth stratum, and 

we define 
. s^Wk. 

Pi. = > Pik, 
— Wk 

k=i * 

then (B{a^(P,U) can be estimated by 
M 

E««(pe-P?) 
(E(a,/3)(P,f/) = - z i XJ , a , / ? > 0 , a 7-1, /3 ^ 1 and a 7-/? 

(a- 1) Epi.Ui 
i = i 

where P = (p i . , . . . ,PM.) -

The following theorem establishes the asymptotic behavior of €(a>^)(P,U) is a 
stratified random sampling. 

T h e o r e m 1. Consider the estimate <£(a./3)(P, U), obtained by replacing pij, p.:. 

and p.j by p; j , p;. and p.j , (i = 1 , . . . , M; j = 1 , . . . , r) in a stratified random sample 

of size n and allocation (wi,..., wr). Then we have 

where 

and 

n1/2(<£K/3)(P,U) - £(аф){P,U)) n A Лt(0, S V ) 

r л ҳ r M r л M Q 

, л Wк t-f u л W к л 
к = l г = l к = l г = l 

«.(ap?-x - 0P£ ) E Pi.«< - «i E «*(PÎ! - 4 ) 
. _ i = l i = l 
ti. — , M v 2 

(<*- !)( EPi-w0 v t = i y 

whenever s£cr2 > 0. 

P r o o f . Consider the Taylor expansion of £(a ,£)(A U) around the point P = 

(p. , i = 1 , . . . , M), which is given 

M 

<£(af0) (A ^ ) - « W ) (^ £/) + E *- tf- " ^ ) + fln ) 

i = l 
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where Rn' is the Lagrange remainder and 

M M 

a e ^ p , u) "W1 - WC ) Si*-* - * S (̂pg - pg) 

( a - l ) ( 2jft.«f 
v i = i ' 

Therefore, we obtain that the random variables 

, M v 

^ ^ ( ^ ^ ( A t / ) - €(a^)(P,U)) and n1'2 J t ( f t , -ft.)) 
^ t = i ' 

have asymptotically the same distribution because nl/2It^ ' converges in probability 

to zero. 

Finally, applying the Central Limit Theorem in each stratum, we have 

nl/2(ßi. - P i . , . . . , p м . -Pм.) ^•Шm) 

-<*>-(&(«»-£))„ „• *-'• 
with 

„ , , v (Vikf, VikW 

= l , . . . , r . 

i=i;...,M 

Therefore the result required follows. • 
R e m a r k 1. 
1) If /? -> oo and a = 2 is immediate that 

M M 
2utft. X) PiMi -u{^2 Uipl 

. _ t = i t = i 
^i. — / M V 

( Ľ P ^ ť ) 
Ч ť = l ' 

i.e., we have the result obtained by Pardo et al. (1993). 
2) If r = 1 and we denote pi = pi., i = 1, ..., M, we have that 

with 
M • M v 2 

"2-=£.**?.-(!>-..) 
i = i \ i = i / 
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where U. is given in the previous theorem. In this case we obtain the result for simple 

random sampling. 

3) Following the ideas in Gil (1989, 1992) we get that the optimum allocation is 

given by 

=«ì/2(т,°iń~' (*=-.-.o 
where 

M , M v 2 
ak = ^2wkP%ktl - I Y^PikU.) , (fc = l , . . . , r ) . 

i = l ^ i = l ' 

4) If we consider a random variable taking on the values 

a^Wj-1, fc = l , . . . , r 

with probabilities Wk, respectively, applying Jensen's inequality to the function 
<p(x) = x2 we obtain 

st 2 _ f y " 1/2V < y * ___ _ st 2 
^opt - | / _ a f c I ^ _.w VVfc ~ V o p 

where s<o"2
rop denotes the asymptotic variance in the stratified random sampling 

with proportional allocation and the equality holds if and only if r = 1 or a J W^1 

does not depend on k (k = 1, . . . , r). 
5) If we consider a random variable taking on the values 

M 1 

T2 ~~7~Pikti-i fc = !>•••. r ~ Wk 
z=i 

with probabilities Wk, respectively, applying Jensen's inequality to the function 
(p(x) = x2 we obtain 

^prop ^ ° 

and the equality holds if and only if r = 1 or 

_ w r p i f c i i -
г = l 

does not depend on fc (fe -= 1, ..., r) 
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In general the stratification may produce a gain in precision in the estimates of 

characteristics of the whole population because it provides a method of utilizing sup

plementary information. Auxiliary information may be used to divide the population 

in strata. In points 3 and 4 of this remark a comparison when we try to estimate 

the order a-/3 weighted information energy by means of a large sample is made be

tween simple random sampling and stratified random sampling with proportional 

and optimum allocation. This comparison shows how the gain due to stratification 

is achieved. 

Now, if it is verified that the first derivative order term is zero and so does sta2 =- 0, 

we must use Taylor's expansion of <£(a,/?) (P, U) including the second order term. In 

this situation we have obtained the following result. 

Theorem 2. If sta2 = 0, then 

2n{ela,fi){P,U)-e(atfi)(P,U)) " ^ £ > X i > 
M 

І=\ 

where xl 's are independent and (3i 's are the eigenvalues of the matrix _4E where 

A = 
Л i 

VV sм / 

м 

-E«<(pг-pf) 
i=l 

ЩUj 

( M V 

( a - 1)( Y^PІ.UЛ 
Ч І = I ' 

i = l . . . . . M 

wiťh 

i d 

Si = 
_ u í ( a ( a - l ) P r 2 - W - l ) p f " 2 ) 2u?(aPr1-/frf-1) 

( M \ ( M \ 
(а ~ 1) ( £ PІUІ ) (<* - 1) £ Pi.Щ 

Ч І = I ' V І = I y 

k=\ 
j = l , . . . , M 

P r o o f . By considering Taylor's expansion of the function £(a,#) (P, U) including 

the term corresponding to the second partial derivatives we get 

<£(a.0)(P,i7) = C(a>/9)(P,Í7) + -(pí . - P I . , . . . , P M . -PM.)A 

Pí. -Pí. \ 

кPм. -Pм.J 
+ Pl 2 ) 

З l l 



where A is given above and Rn' is the Lagrange remainder. Therefore, the random 

variables 

( Pi. - P i . \ 

; 

PM. - PM. J 

converge in law to the same distribution because Rn' converges in probability to 

zero. 

Furthermore, 

n1/2(pi.-pi.,...,pM.-PM.) --+ N U T — V M ) , 

hence (see Mardia et al. 1982, p. 68) 

я(Pi. - P I . , . . . , P M . -Pм.)Л 

( Pí. - P í . \ 

\PM. -PM.J 

м 

т*5>x-
n oo 7—-* 

г = l 

where the x?'s axe independent and the /Vs are the eigenvalues of the matrix AT, 

with A and S given above. D 

R e m a r k 2. 

1) If r = 1, sta2 = 0 and we denote p* = p*,, i = 1, ..., M, we have 

M 

2n(€ia,p)(P,U) - <2W)(P,v)) n A X)AX? 
1 = 1 

where xVs a r e independent and /Vs are the eigenvalues of the matrix AH where 

/ 

A = 

s\ \ 

% / 

м \ 

22«.(p?-pf) 
ѓ = l 

П i Ш 

(a-l)(ëp i U i)
3 / iJ 

with 

and 

s» = 
tц (q(q - l ) p Г 2 - ß(ß - l)pf~2) 2U?(*PГ1 - ßғÇ"1) 

, M v • M ч 2 

( a - l ) ( E P i « . ) ( Û - 1 ) E í W 
Ч=i ' Ч І = I ' 

S = Ы Ä . - P . ) ) . = I , . . . , M -
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In this case we obtain the result for simple random sampling. 

2) If /3 -i> oo and a = 2 it is immediate that we have the result obtained by Pardo 

and Vicente (1994). 

3) If r = 1, /3 = 1, a -> 1, ui = . . . = UM and p\ = ... = PM it is immediate to 

establish that the matrix AT, has the eigenvalues /?i = 0 and /?2 = 1 with multiplicity 

M — 1, hence 
M 

]T)ftXi = X M - I -
t = l 

3. APPLICATIONS ON TESTING HYPOTHESES 

The results obtained in the previous sections can be used in various settings to 

test statistical hypotheses based on one sample. 

a) We can test that the order a-/3 weighted information energy of a population 

equals specified value, i.e., H0: £(a^(P,U) = EQ. In this case, under H0, we have 

to consider two situations according to the value of sta2. If sta2 = 0, then we must 

use the statistic 

Tl=2n(<E{a,(3)(P,U)-E0) 

which is approximately distributed as a linear form in chi square variables for suf
ficiently large n. Then a test criterion would be to reject H0 at a level a, when 
2\ > ta, if 

M 

(f>X?>í«) =<* 
where the /Vs, i = 1, . . . , M, are given by Theorem 2, and the last probability can 

be composed using the methods given by Kotz et al. (1967). Rao and Scott (1981) 

suggested to consider the approximate distribution of J2i=i ftx? which is given by 

feif, where /3 = J2%=i M- ^n this case we can easily compute the value of /3, since 

Z)i=i fii — tr(AT,). In this case Theorem 1 can be used to evaluate the asymptotic 

power of the previous test. If Hi: £(a,p)(P,U) = E\ is the alternative hypothesis, 

then the asymptotic power is given by 

ßn(E!) = PE^TX > t a ) = l - * ( 
ta + 2n(Eo-EiУ 

2П1!2 sta(Q) . 

where sta(Q) is the expression of sta given in Theorem 1 with £(a,p)(Q,U) = E\ 

and ty(x) denotes the standard normal distribution function. Also note that 

lim f3n(El) = l 
n—>oo 
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so the test is asymptotically consistent in the sense of Fraser (1957). 
If stcr2 > 0, we can use the statistic 

_nV2(<£{atl3)(P,U)-Eo) 
Zl~ - i* 

which has approximately the standard normal distribution for sufficiently large n 
and sta is obtained by replacing pi^s by p^ ' s in sta. In this context an approximate 
1 — a level confidence interval for <£(a,p)(P, U) is given by 

Za/2
StO' 

where za is a real number such that P(X > za) = a when X is normally distributed 
with mean zero and variance one. 

b) We can test that the order a-/3 weighted information energy of s independent 
populations equals a specified value, i.e., Ho- £(a,/3)(Pi, U) = ... = <£(a^(Ps,U) = 

EQ. In this case we can use the statistic 

s (£{aJ3)(P,U)-Eo)
2 

T* = l_ni 7t^2 
. = 1 

which is asymptotically chi-square distributed with s degrees of freedom. 

c) Test for equality of the order a-(3 weighted information energy of 5 independent 
populations, i.e., H0: £(Q,p)(Pi,U) = ... = €( a^)(P s ,U) . If sta{ > 0 (i = 1, . . . , 
s) then we have a sample of size nz- from the ith population. We must consider the 
statistic 

T -A (g(WA,U)-£)2 

J-Z— 2__jUi 

where 

st*ì 

E={tn<^^M)(_^ 
which, under Ho, has approximately a Chi-square distribution with 5 — 1 degrees of 
freedom. 

In this situation if 5 = 2, the statistic to be used is 

( n i ^ ) 1 / 2 (g ( t t | / g )(A, U) - 6 (a t /g) (A , U)) 
2 (n2

sta1+n1
std2)

1/2 

which has approximately the standard normal distribution for sufficiently large n, 
where subscript i has been used to denote population i and ni denotes the sample 
size in population i, (i = 1, 2). 
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4. EXAMPLE 

The purpose of this section is to show some applications of the above results when 

a = 2 and ft -> oo. 

How to choose the right weights is a delicate problem in general. Vector U may 

depend on P and/or on some other information about the events involved. Here we 

consider the situations analyzed by Guiasu (1991) in Example 2, i.e., we suppose 

that taking a random sample of size n = 300 from a discrete probability distribution 

we obtain the relative frequencies P given in the second column of table 1 and the 

corresponding weights, U, given in the third column of Table 1. If we want to test 

the null hypothesis that P comes from the probability distribution mentioned in the 

last column of Table 1, the critical region test is 

\Zi\ = 
n^{Єiaß){Þ,U)-Eo) 

Ò 
> 20.025 = 1.96 

where 20.025 is the value veryfing P(\Z\ > 20.025) = 1-96, provided Z is a normal 

random variable with mean zero and variance 1. 

Table 1 

P U P 
1 0.2000 0.18 0.2097 
2 0.2167 0.16 0.1751 
3 0.1033 0.12 0.1234 
4 0.0667 0.09 0.0869 
5 0.3367 0.39 0.3538 
6 0.0766 0.06 0.0511 

Now, n = 300, 

a1 = 0.09587589, 

E0 = <B{a,p)(P,U) = 0.2802601 

and 
t(a,0){P,U) = 0.2709551. 

So we obtain Z\ = —1.681006 and thus we can not reject the null hypothesis. 
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