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Abstract. Starting from the Grad 13-moment equations for a bimolecular chemical reac-
tion, Navier-Stokes-type equations are derived by asymptotic procedure in the limit of small
mean paths. Two physical situations of slow and fast reactions, with their different hydro-
dynamic variables and conservation equations, are considered separately, yielding different
limiting results.
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1. Introduction

Mathematical modeling of multicomponent gaseous flows with chemical reactions
in view of practical applications is a fundamental problem in scientific literature [1],

[2]. Consideration of the kinetic equations [3], [4] is essential in order to properly
account for the molecular aspects of the flows and to go deeper into the physical

understanding of the process; moreover, kinetic equations represent also the start-
ing point for a consistent derivation, via suitable expansion algorithms and closure
strategies, of hydrodynamic equations at a macroscopic level [2], [4]. The task is

quite formidable even in the absence of chemical reactions [5], [6], and is typically
accomplished by an asymptotic procedure of Hilbert or Chapman-Enskog type with

respect to the small parameter constituted by the Knudsen number, labeling the

*This work was performed in the frame of the activities sponsored by MIUR (Project
“Mathematical Problems of Kinetic Theories”), by INdAM, by GNFM, by the Univer-
sity of Parma (Italy), and by the European TMR Network “Hyperbolic and Kinetic
Equations: Asymptotics, Numerics, Analysis”.
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importance of collision terms in collision dominated regimes [3], [7], [8]. The ap-

proach is rather cumbersome and requires the solution of linearized Boltzmann-like
integral equations; results are available in general only in implicit or approximate
forms [2], [5].

The present paper follows the kinetic scheme proposed in [9], [10] for the descrip-
tion of a simple bimolecular chemical reaction, assuming further that the typical

relaxation time for mechanical encounters (elastic scattering) and/or the charac-
teristic time relevant to chemical interactions are much shorter than the typical

macroscopic times. In particular, we aim at pushing explicit analytical manipula-
tions as far as possible in the Chapman-Enskog expansion, and therefore we confine

ourselves to the so-called Maxwellian molecule approximation for all intermolecular
potentials [4], [7], though in this way, as is well known, effects like thermal diffusion

are neglected [3], [5]. In such a frame, some steps have been already done towards the
derivation of a closed set of balance equations for the main macroscopic observables

(moments of the distribution functions). It is desirable in fact to obtain a set of
partial differential equations properly describing the bulk evolution of the reacting

system after the fast initial transient dominated by collisions, which improves the
simplest zero-order level represented by the reactive Euler equations, corresponding

to the assumption of Maxwellian distribution for the unknown distribution functions.
More precisely, a Grad 13-moment approximation [11] has been used in [12] for each

of the four distribution functions involved in the bimolecular reaction, and it has
been possible to express all mechanical and chemical collision integrals in terms of

those moments, achieving thus a closed set of partial differential equations for the
52 unknown macroscopic fields. They include density, mean velocity, temperature,

viscous stress, and heat flux for each species. The main features of such Grad’s
equations have been already discussed in [12]. They do retain collision terms, and

it is remarkable that they reproduce the exact conservation equations as well as the
correct collision equilibria (including the mass action law) of the kinetic level.

They can also be handled asymptotically by a Chapman-Enskog expansion in

terms of suitable Knudsen number(s), and indeed such a task, leading hopefully to
Navier-Stokes-type approximations, was mentioned but left for future work in [12].

This is what this paper is about, and it has to be considered as a preliminary step
towards a general asymptotic analysis for an arbitrary interaction law, leading from

the kinetic to the hydrodynamic level. Hydrodynamic variables are determined by
the dominant operator driving the process, and quite different scenarios occur in

different physical situations. In particular we shall examine here those which appear
as most significant, namely the case of dominant elastic scattering only (slow chemical

reaction), and the situation in which the dominant role is played by the whole collision
term, namely by both the mechanical and chemical interactions. Our approach
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is essentially formal, but it provides a foundation for further developments of the

analysis (convergence and so on) that seem premature at this point and will be
considered in future investigation.

Statement of the problem and governing equations are presented in Section 2.

Then the quite heavy machinery of the Chapman-Enskog expansion (to first order)
is applied separately to two cases of slow and fast chemical reaction in the next
sections. The mathematical algorithm is different in the two cases, and even the

number of independent variables changes from 8 to 7. In both cases, the correction
terms obtained represent the sought constitutive equations and allow the desired

hydrodynamic closure, even though some coefficients remain necessarily expressed
only in implicit form.

2. Governing equations

We consider a mixture of four gases As, s = 1, . . . , 4 which, beside all elastic
collisions, can interact according to the bimolecular chemical reaction

(1) A1 + A2 ⇀↽ A3 + A4,

as described in [12], to which the reader is referred for details on the physical frame-
work and on notation. Moments of the distribution functions which constitute the de-

pendent variables in the Grad equations are number densities ns, mean velocities us
i ,

temperatures T s, viscous stresses ps
ij , and heat fluxes qs

i , for each species. Indicial

notation for vectors and tensors and Einstein convention will be used throughout.
Global quantities of major importance for the mixture are

n =
4∑

s=1

ns total number density

% =
4∑

s=1

msns mass density

ui =
1
%

4∑

s=1

msnsus
i mass velocity

KT =
1
n

4∑

s=1

nsKT s +
1
3n

4∑

s=1

%s(us
kus

k − ukuk) gas temperature

pij =
4∑

s=1

ps
ij +

4∑

s=1

%s
[
(us

i u
s
j − uiuj)−

1
3

δij(us
kus

k − ukuk)
]
viscosity tensor
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qi =
4∑

s=1

qs
i +

4∑

s=1

ps
ij(u

s
j − uj) +

5
2

4∑

s=1

nsKT s(us
i − ui) thermal heat flux

+
1
2

4∑

s=1

%s(us
k − uk)(us

k − uk)(us
i − ui)

while the symbol Pij will be adopted to label the pressure tensor nKTδij + pij , and

U is used to denote the total internal energy density 3
2nKT +

4∑
s=1

Esns (thermal plus

chemical).

We start from Grad’s equations, which will be written here for Maxwellian
molecules in dimensionless form by measuring all quantities in terms of character-

istic values and by scaling time and space variables in terms of macroscopic units,
with the Strouhal number assumed to be unity [4]. Their derivation from the kinetic

level is explicitly given in [12]. The integro-differential nonlinear kinetic equations
may be found in [10], where their properties are investigated in detail, and therefore

are not repeated here for the sake of brevity. Two Knudsen numbers automatically
appear, namely the ratios of the mechanical and of the chemical characteristic times,

respectively, to the macroscopic one. It is not restrictive to write them as εp and
εq, where ε is the chosen small parameter, and p and q are suitable non-negative

integers. The equations to be dealt with read then as

(2a)
∂ns

∂t
+

∂(nsus
i )

∂xi
=

1
εq

Qs,

(2b) msns
(∂us

i

∂t
+ us

j

∂us
i

∂xj

)
+

∂(nsKT s)
∂xi

+
∂ps

ij

∂xj
=

1
εp
Rs

i +
1
εq

Rs
i ,

(2c)
3
2
ns

(∂(KT s)
∂t

+ us
i

∂(KT s)
∂xi

)
+ nsKT s ∂us

i

∂xi
+ ps

ij

∂us
j

∂xi
+

∂qs
i

∂xi

=
1
εp
Ss +

1
εq

S s,

(2d)
∂ps

ij

∂t
+

∂

∂xk
(us

kps
ij) + ps

ik

∂us
j

∂xk
+ ps

jk

∂us
i

∂xk
− 2

3
δijp

s
kl

∂us
l

∂xk

+ nsKT s
(∂us

i

∂xj
+

∂us
j

∂xi
− 2

3
δij

∂us
k

∂xk

)
+

2
5

(∂qs
i

∂xj
+

∂qs
j

∂xi
− 2

3
δij

∂qs
k

∂xk

)

=
1
εp
Vs

ij +
1
εq

V s
ij ,
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(2e)
∂qs

i

∂t
+

∂

∂xj
(us

jq
s
i ) +

7
5

qs
j

∂us
i

∂xj
+

2
5

qs
j

∂us
j

∂xi
+

2
5

qs
i

∂us
j

∂xj

+
5
2

nsKT s ∂

∂xi

(KT s

ms

)
+

5
2

ps
ij

∂

∂xj

(KT s

ms

)

+ nsKT s ∂

∂xj

( ps
ij

msns

)
−

ps
ij

msns

∂ps
kj

∂xk

=
1
εp
Ws

i +
1
εq

W s
i

where the mechanical “collision terms” are given by

(3a) Rs
i = ns

4∑

r=1

νsr
1 µsrnr(ur

i − us
i ),

(3b) Ss = 2ns
4∑

r=1

νsr
1

µsr

ms + mr
nr

[3
2

K(T r − T s) +
1
2

mr(ur − us)2
]
,

Vs
ij = 2

4∑

r=1

νsr
1

µsr

ms + mr

{
nspr

ij − nrps
ij + nsnrmr

[
(ur

i − us
i )(u

r
j − us

j)(3c)

− 1
3

δij(ur − us)2
]}

− 3
2

4∑

r=1

νsr
2

mr

(ms + mr)2

{
msnspr

ij + mrnrps
ij

+ msnsmrnr
[
(ur

i − us
i )(u

r
j − us

j)−
1
3

δij(ur − us)2
]}

,

Ws
i = − 5

2
ns

ms
KT s

4∑

r=1

νsr
1 µsrnr(ur

i − us
i )(3d)

− 1
ms

ps
ij

4∑

r=1

νsr
1 µsrnr(ur

j − us
j)

+
4∑

r=1

mrnr

(ms + mr)3

{
βsr

1 qs
i +

msns

mrnr
βsr

4 qr
i

+ (ur
j − us

j)
(1

2
βsr

2 ps
ij +

msns

mrnr
βsr

4 pr
ij

)

+
1
2

(ur
i − us

i )
[
(βsr

2 + 3βsr
3 )nsKT s

+ 5
msns

mrnr
βsr

4 nrKT r + msnsβsr
4 (ur − us)2

]}
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and the chemical “collision terms” take the form

(4a) Qs = λsQ1 = λs

[
n3n4

(m1m2

m3m4

)3
2
e∆E/KT − n1n2

]
ν34
12

2√ � Γ
(3

2
,
∆E

KT

)
,

(4b) Rs
i = −λsms(us

i − ui)Q1,

S s = λsQ1

{
3
2

(KT )
ms

M
− 1

2
(1− λs)∆E

M −ms

M
− 3

2
(KT s)(4c)

+
1
2

ms(us − u)2 + (KT )
M −ms

M
, Γ

(5
2
,
∆E

KT

)[
Γ
(3

2
,
∆E

KT

)]−1
}

,

(4d) V s
ij = λsmsQ1

[
(us

i − ui)(us
j − uj)−

1
3

δij(us − u)2
]
,

W s
i = λsQ1

{
−5

2
(us

i − ui)(KT )
ms

M
(4e)

+
5
6

(1− λs)(us
i − ui)∆E

M −ms

M

+
5
2

(KT s)(us
i − ui) +

ps
ij

ns
(us

j − uj)−
1
2

ms(us
i − ui)(us − u)2

− 5
3

(us
i − ui)(KT )

M −ms

M
Γ
(5

2
,
∆E

KT

)[
Γ
(3

2
,
∆E

KT

)]−1
}

.

Here λ1 = λ2 = −λ3 = −λ4 = 1, and ∆E = E3 + E4 −E1 −E2 > 0 represents the
energy absorbed (released) in the direct (reverse) reaction (1) due to the chemical

bonds. For the other symbols, µsr is the reduced mass for an (s, r) encounter, ν34
12 the

microscopic, angle integrated, collision frequency for the direct chemical reaction

(constant in our hypothesis [12]), while νsr
1 and νsr

2 denote the angular moments
of the microscopic collision frequency for elastic scattering between species s and r.

In general, they would depend on the relative molecular speed g via the general
expressions involving the cross section σsr :

(5) νsr
k (g) = 2

�
∫ �

0

gσsr(g, χ)(1− cosk χ) sin χ dχ, k = 1, 2

where χ is the deflection angle. In our Maxwell molecule approximation, they turn
out to be constant due to the 1/g dependence of σsr [4]. Finally, the coefficients βsr

k
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are linear combinations of νsr
1 and νsr

2 [12]:

βsr
1 = − {[3(ms)2 + (mr)2]νsr

1 + 2 msmrνsr
2 },(6)

βsr
2 = 2(ms −mr)2νsr

1 + mr(ms − 3mr)νsr
2 ,

βsr
3 = (ms −mr)2νsr

1 + mr(3ms + mr)νsr
2 ,

βsr
4 = 2(mr)2[2νsr

1 − νsr
2 ],

Γ stands for the incomplete gamma function [13] and M = m1 + m2 = m3 + m4

(mass conservation). Of course, only five independent pairs of indices need to be

considered in the equations for ps
ij , since the deviatoric part of the pressure tensor

is symmetric and trackless.

The above set of partial differential equations is the starting point of the analysis
to be developed in the present article. The appearance is quite cumbersome, and

the interested reader should consult again [12] for more detail. However, proper
combinations of Eqs. (2) allow us to get rid of the complicated collision terms (3)

and (4) and to obtain seven scalar conservation equations

∂

∂t
(n1 + n3) +

∂

∂x
· (n1u1 + n3u3) = 0,(7)

∂

∂t
(n1 + n4) +

∂

∂x
· (n1u1 + n4u4) = 0,

∂

∂t
(n2 + n4) +

∂

∂x
· (n2u2 + n4u4) = 0,

∂

∂t
(%u) +

∂

∂x
· (%u⊗ u + P) = 0,

∂

∂t

(
1
2
%u2 +

3
2
nKT +

4∑

s=1

Esns

)

+
∂

∂x
·
[(

1
2

%u2 +
3
2

nKT +
4∑

s=1

Esns

)
u + P · u + q +

4∑

s=1

Esns(us − u)
]

= 0

accounting for conservation of particles in species 1+3, 1+4, 2+4, of momentum, and
of total energy. These equations are indeed exact in the sense that the conserved

quantities correspond to the seven collision invariants which are in order for the
Boltzmann-like equations governing the problem [10]. As a byproduct they also

provide the continuity equation

(8)
∂%

∂t
+

∂

∂xi
(%ui) = 0.
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Below, we shall perform an asymptotic Chapman-Enskog analysis of Eqs. (2) ver-

sus the small parameter ε. The cases of upmost physical relevance correspond, as
discussed in Introduction, to slow or fast chemical reactions in a collision dominated
regime. They may be represented by options of parameters p = 1 and q = 0, and
p = 1 and q = 1, respectively, so that ε bears the meaning of an actual Knudsen
number. In both cases all unknowns will be expanded to the first order:

ns = ns(0) + εns(1), us
i = u

s(0)
i + εu

s(1)
i , T s = T s(0) + εT s(1),(9)

ps
ij = p

s(0)
ij + εp

s(1)
ij , qs

i = q
s(0)
i + εq

s(1)
i

with the constraints which are implied by the Chapman-Enskog procedure [4]. We
aim thus at determining constitutive equations of Newton type and correspondingly
the Navier-Stokes-like fluid-dynamic equations.

3. Slow chemical reaction

In the case p = 1, q = 0, the process is driven by elastic scattering, and the kernel
of the relevant collision operator is made up by 8 collision invariants [10], which
correspond to the quantities which are conserved under such mechanical encounters,

namely the number of each species, the momentum, and the thermal energy. Of
course other conservations follow from the previous ones, like for instance the total

number of particles, the total mass, the total internal energy. However, hydrody-
namic variables are in number of eight, and they can be chosen as the four number

densities ns, the three components of the mass velocity vector ui, and the gas tem-
perature T . Correspondingly, the “conservation” equations to be considered in the

asymptotic algorithm follow from the weak forms of the Boltzmann equations, rel-
evant to the same collision invariants, taken as test functions. Therefore [10], the

first four of such equations coincide exactly with the Grad equations (2a), the next
three are nothing but the momentum equation, and the last one is easily seen [12]

to be an equivalent form of the last equation in (7):

∂ns

∂t
+

∂(nsus
i )

∂xi
= λsQ1,(10)

∂

∂t
(%u) +

∂

∂x
· (%u⊗ u + P) = 0,

∂

∂t

(1
2

%u2 +
3
2

nKT
)

+
∂

∂x
·
[(1

2
%u2 +

3
2

nKT
)
u + P · u + q

]
= Q1∆E.

It is not surprising that these equations contain chemical terms, since elastic collision
invariants are not necessarily conserved in the chemical reaction, so that chemical
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collision integrals contribute terms in these balance equations, like streaming, the

other slow process.
At this point, all hydrodynamic quantities are left unexpanded [4] so that ns(1) = 0

and ns(0) = ns in (9), whereas us
i and T s are actually expanded, but must produce

unexpanded ui and T , which yields the constraints

(11)
4∑

s=1

%su
s(1)
i = 0,

4∑

s=1

nsKT s(1) +
2
3

4∑

s=1

%su
s(0)
k u

s(1)
k = 0.

With p = 1 and q = 0, Eqs. (2) to leading order read

(12) Rs(0)
i = 0, Ss(0) = 0, Vs(0)

ij = 0, Ws(0)
i = 0.

The first is a linear algebraic equation of the form Φ · u(0)
i = 0, where u(0)

i is the
four dimensional vector of us(0)

i , and the matrix elements of Φ read

(13) Φsr = νsr
1 µsrnsnr − δsr

4∑

l=1

νsl
1 µslnsnl.

The matrix is singular, since each diagonal term is exactly the opposite of the sum of
the non-diagonal entries of the same column, and hence allows a non-zero solution.

There are indeed∞1 solutions, provided by u
r(0)
i = u

s(0)
i ∀ s, r (all equal component

vectors), as discussed in [12], since the rank ofΦ is equal to 3, due to the fact that the
matrix made up by the first three rows and columns is strictly diagonally dominant,
and hence its determinant is different from zero. At this point, the definition of mass

velocity and the first of constraints (11) imply that the common value of all u
s(0)
i

must coincide with the (as yet unknown) value of ui. The second of (12) turns out

to be an algebraic equation of the same kind, with a matrix Ψ given by

(14) Ψsr = 3Kνsr
1

µsr

ms + mr
nsnr − δsr3K

4∑

l=1

νsl
1

µsl

ms + ml
nsnl,

showing the same crucial property of Φ. Therefore this algebraic equation provides
the analogous result T s(0) = T r(0) ∀ s, r, which, combined with (11) and the defini-

tion of gas temperature, yields T s(0) = T ∀ s. At the next step, the third of (12)
is a linear algebraic equation of the form Υ · p(0)

ij
= 0, where p(0)

ij
is the vector of

the p
s(0)
ij and Υ is defined by

Υsr = 2νsr
1

µsr

ms + mr
ns − δsr2

4∑

l=1

νsl
1

µsl

ms + ml
nl(15)

− 3
2

νsr
2

µsr

ms + mr
ns − δsr 3

2

4∑

l=1

νsl
2

( ml

ms + ml

)2

nl.
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Now it is a matter of very lengthy and heavy manipulations to show that the matrixΥ
is regular, with a positive determinant. It is in fact possible to single out the negative
contributions, which all come from products involving off-diagonal entries, and to
verify that they are canceled out by some positive addends, mostly originating from

the products of the diagonal elements (each of them is indeed the sum of eight
negative terms). In any case, we may conclude that the unique solution is provided

by p
s(0)
ij = 0 ∀ s. Finally, the fourth of (12) is again a linear algebraic equation

Ξ · q(0)
i

= 0, where q(0)
i
is the vector of the q

s(0)
i and Ξ reads

(16) Ξsr =
msns

(ms + mr)3
βsr

4 + δsr
4∑

l=1

mlnl

(ms + ml)3
βsl

1 .

The matrix Ξ can be analyzed in the same way as the matrix Υ, and shows similar
properties, in the sense that negative addends in the determinant can be all singled
out, and a patient and careful investigation allows one to realize that they are com-

pensated by positive contributions, and only positive addends are left. Regularity
of Ξ implies then, as before, uniqueness of the trivial solution q

s(0)
i = 0 for all s.

Notice that all the matrices depend on physical parameters like collision frequen-
cies and masses, as well as on some of the unknowns, namely the number densities ns.

In particular, matrix coefficients are homogeneous functions of the above quantities.
So, Φsr is homogeneous of order 1 with respect to masses, and of order 2 with re-

spect to densities. As regards densities, the order of homogeneity is 2 in Ψsr, and 1
in Υsr and Ξsr, whereas for masses it is 0 in all of them. Collision frequencies appear

everywhere in (13), (14), (15), (16) in a linearly homogeneous fashion.

In conclusion, coming back to the asymptotic procedure, the zero order solution
is provided by

(17) u
s(0)
i = ui, T s(0) = T, p

s(0)
ij = 0, q

s(0)
i = 0.

Now it is readily seen that the sought first order accuracy in (10) requires only the
determination of us(1)

i , ps(1)
ij and q

s(1)
i . To this end, we resort to the next step of the

asymptotic procedure, where it suffices to consider the (still algebraic) equations

Rs(1)
i = −R

s(0)
i + %s

(∂0ui

∂t
+ uj

∂ui

∂xj

)
+

∂(nsKT )
∂xi

,(18)

Vs(1)
ij = − V

s(0)
ij + nsKT

(∂ui

∂xj
+

∂uj

∂xi
− 2

3
δij

∂uk

∂xk

)
,

Ws(1)
i = −W

s(0)
i +

5
2

nsKT
∂

∂xi

(KT

ms

)
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with the first of the constraints (11). Indices at the time derivative refer to expansion

versus ε of such operator [4]. We get easily R
s(0)
i = 0, V s(0)

ij = 0, W s(0)
i = 0 and

(19) Rs(1)
i =

4∑

r=1

Φsru
r(1)
i , Vs(1)

ij =
4∑

r=1

Υsrp
r(1)
ij , Ws(1)

i =
4∑

r=1

Ξsrq
r(1)
i ,

so that we have to deal with the same matrices as previously introduced. It is re-

markable that the matrix Φ is singular, so that the first algebraic system in (18)
needs a compatibility condition on the inhomogeneous terms for existence of a solu-
tion, and this is just what is required in order to determine the unknown operator

∂0/∂t. More precisely, from
4∑

s=1
Φsr = 0 we get the sought expression of ∂0/∂t in the

form

(20) %
(∂0ui

∂t
+ uj

∂ui

∂xj

)
= −∂(nKT )

∂xi
,

from which the consistent algebraic system for the unknowns u
s(1)
i follows:

(21)
4∑

r=1

Φsru
r(1)
i = −%s

%

∂(nKT )
∂xi

+
∂(nsKT )

∂xi
, s = 1, 2, 3, 4,

involving only spatial gradients of hydrodynamic variables. Now (21) is not uniquely

solvable, but its ∞1 solutions are made unique by imposing the additional con-
straint (11) on the velocities u

s(1)
i . In fact, it may be reduced to the 3× 3 system

(22)
3∑

r=1

Γsru
r(1)
i =

4∑

l=1

Csl ∂(nlKT )
∂xi

, s = 1, 2, 3

where

(23) Γsr = Φsr − Φs4%r

%4
, Csl = δsl − %s

%

and the matrix Γ can be verified, with a little algebra, to be invertible. The solution
can be formally cast as

u
s(1)
i =

4∑

r=1

Ksr ∂(nrKT )
∂xi

(24)

with

Ksr =
3∑

l=1

(Γ−1)sl Clr, s = 1, 2, 3,(25)

K4r = − 1
%4

3∑

l=1

%lKlr .
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It is not difficult to check that the matrix coefficients Ksr are homogeneous functions

of order −1 with respect to collision frequencies and masses, and of order −2 with
respect to number densities.

The solution of the other algebraic systems in (19) is much easier, since the relevant
matrices are regular. So, upon setting

(26) Hs =
4∑

r=1

(Υ−1)srnr

one readily obtains

(27) p
s(1)
ij = HsKT

(∂ui

∂xj
+

∂uj

∂xi
− 2

3
δij

∂uk

∂xk

)

where coefficients Hs are homogeneous functions of order −1 with respect to collision
frequencies, and of order 0 with respect to masses and number densities. Analogously,
for heat fluxes one can write

q
s(1)
i = J sKT

∂(KT )
∂xi

(28)

where

J s =
4∑

r=1

(Ξ−1)sr 5
2

nr

mr
(29)

is homogeneous of order −1 with respect to collision frequencies and masses, and of
order 0 versus number densities.

Now the sought reactive “Navier-Stokes” equations are obtained from (10) by

simply expressing the non-hydrodynamic variables us
i , p

s
ij and qs

i by means of their
first order approximations (9) and making use of the constitutive equations (17),

(24), (27), (28), which yield in particular

p
(1)
ij =

( 4∑

s=1

Hs

)
KT

(∂ui

∂xj
+

∂uj

∂xi
− 2

3
δij

∂uk

∂xk

)
,(30)

q
(1)
i =

( 4∑

s=1

J s

)
KT

∂(KT )
∂xi

+
5
2

KT

4∑

s,r=1

Ksrns ∂(nrKT )
∂xi

.
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They involve the eight variables ns, ui, T , and read

∂ns

∂t
+

∂

∂xi
(nsui) + ε

∂

∂xi

(
nsu

s(1)
i

)
= λsQ1,(31)

∂

∂t
(%u) +

∂

∂x
· (%u⊗ u) +

∂

∂x
(nKT ) + ε

∂

∂x
· p(1) = 0,

∂

∂t

(1
2

%u2 +
3
2

nKT
)

+
∂

∂x
·
[(1

2
%u2 +

5
2

nKT
)
u
]

+ ε
∂

∂x
·
(
p(1) · u

)
+ ε

∂

∂x
· q(1) = Q1∆E

with u
s(1)
i , p(1) and q(1) expressed respectively by (24) and (30) in terms of the above

fields.

On the other hand, the Euler equations would be obtained from the conservation
equations (10) by simply replacing all other moments by their equilibrium (in the

sense of mechanical equilibrium) values. This amounts to setting there us = u ∀ s,
p = 0, q = 0. The result is nothing but the set (31) for ε = 0, so that, as is
well known in this kind of approach, Navier-Stokes equations provide first order
corrections to the Euler equations.

In (31) there appear clearly, in addition to the derivatives of the strain-rate tensor,
diffusive terms with respect to both the temperature and the densities, contributed

by the constitutive equations (24) and (30). Chemical effects are all included in the
collision term Q1, which does not need any correction since it depends only on ns and

T . Additional dependence on the densities is accounted for in the coefficients Ksr,
Hs, J s, but it is quite impossible to make it more explicit, as is typical indeed also

in the existing literature [5], [3], [2]. Dependence on masses and collision frequencies
shares the same level of complexity, but at least it is nice to see that going back

to dimensional variables leads merely (and correctly) to absorbing the parameter ε,
as implied by the order −1 of homogeneity with respect to collision frequencies.
It is also comforting to realize that results available in literature are reproduced
by the present ones when comparison is possible. This occurs for instance for a

binary mixture (without chemical reaction) in which case all coefficients Ksr, Hs,
J s can be made explicit, though only in a cumbersome form which is omitted here

for brevity. The interested reader can find more details in [14]. We only mention
that, for a single species, viscosity η and thermal conductivity λ, for a Maxwellian

intermolecular potential of the kind (γ/r)4, turn out to be given by

(32) η = ε
4
3

KT

ν2
, λ = ε

5K

m

KT

ν2
.

They coincide with those quoted in [5], on the basis of the fact that the numerical
factors Ak (to be computed numerically), used there, are simply related to our
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weighted collision frequencies by

(33) νk = 4
√

2
� γ2

√
µ
Ak.

4. Fast chemical reaction

The process is driven now by all collision terms, namely mechanical and chem-
ical ones. Knudsen numbers are both small, so that p = q = 1 is the proper op-
tion in the governing equations (2). Now chemical terms are expected to deeply

affect the asymptotic procedure itself, while they appeared only as additional inho-
mogeneous terms in the previous section. The kernel of the dominant operator is

7-dimensional [10], and hydrodynamic variables may be chosen as n1 + n3, n1 + n4,

n2 + n4, the mass velocity u, and the total internal energy U = 3
2nKT +

4∑
s=1

Esns

(any linear combination of them could be used equivalently). Suitable combinations
of the first three reproduce also the total number density n and the mass density %.
The same is not in order for T , since kinetic energy alone is not a conserved quantity.

With such a choice of collision invariants, the macroscopic equations to be used in
the asymptotic algorithm are just the conservation equations (7), which consistently

do not keep any trace of collision integrals. Our strategy will consist in working
with the same 52 unknowns as before, expanding them again according to (9), and

pretending simply that the present hydrodynamic variables remain unexpanded. We
shall apply such a strategy step by step while proceeding with the asymptotic ma-

chinery towards the closure of the system. At first, from the densities we get the
constraints n1(1) + n3(1) = n1(1) + n4(1) = n2(1) + n4(1) = 0, which are solved by

(34) ns(1) = λs n1(1), s = 1, 2, 3, 4.

This yields easily n1+n3 = n1(0)+n3(0), n1+n4 = n1(0)+n4(0), n2+n4 = n2(0)+n4(0)

and

(35) n =
4∑

s=1

ns(0), % =
4∑

s=1

msns(0).

With p = q = 1, the leading order terms in (2) provide the equations

Q1(0) = 0, Rs(0)
i + R

s(0)
i = 0, Ss(0) + S s(0) = 0,(36)

Vs(0)
ij + V

s(0)
ij = 0, Ws(0)

i + W
s(0)
i = 0.
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The first of them reads

(37)
2√ � ν34

12Γ
(3

2
,

∆E

KT (0)

)[
n3(0)n4(0)

(µ12

µ34

)3
2
e∆E/KT (0) − n1(0)n2(0)

]
= 0

and has significant bearing on the whole procedure. To begin with, it implies

(38)
n1(0)n2(0)

n3(0)n4(0)
=

(µ12

µ34

)3
2
e∆E/KT (0)

,

which represents a zero order truncation of the well known mass action law for

chemical equilibrium [9], [10], and also allows to evaluate explicitly the zero order
gas temperature T (0) in terms of the zero order number densities. Moreover, once

(37) is fulfilled, it is easy to check that all chemical contributions of the remaining
equations in (36) vanish, and only the mechanical ones are left, which are nothing but

those of the previous section, only with ns(0) replacing ns. Therefore such equations
may be rewritten as homogeneous algebraic systems

(39)
4∑

r=1

Φsr
0 u

r(0)
i = 0,

4∑

r=1

Ψsr
0 T r(0) = 0,

4∑

r=1

Υsr
0 p

r(0)
ij = 0,

4∑

r=1

Ξsr
0 q

r(0)
i = 0,

where the subscript zero in the matrices simply means that they are related to
ns = ns(0). Bearing all algebra of the previous section in mind, this means that u

s(0)
i

and T s(0) are independent of s, and p
s(0)
ij and q

s(0)
i vanish, i. e.

(40) u
s(0)
i = u0

i , T s(0) = T 0, p
s(0)
ij = 0, q

s(0)
i = 0.

Now, by using the definition of ui, the second equality of (35), the constraint (34)
and the requirement of keeping ui unexpanded, it is not difficult to show that u0

i = ui

and

(41)
4∑

s=1

msns(0)u
s(1)
i = 0.

Moreover, from (40) we get

(42) nKT = nKT 0 + ε

( 4∑

s=1

ns(0)KT s(1)

)
,

implying T (0) = T 0, and the fact that U must remain unexpanded yields

(43) U =
3
2

nKT (0) +
4∑

s=1

Esns(0)
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and the additional constraint

(44)
3
2

4∑

s=1

ns(0)KT s(1) +
4∑

s=1

Esλsn1(1) = 0.

Our purpose is the closure of the set (7) of seven conservation equations, and
we choose as seven dependent variables the quantities ns(0) and ui. The tempera-

ture T (0) follows then from (38), and all hydrodynamic variables are expressed in
terms of these quantities. For the other variables, we have to the leading order

(45) u
s(0)
i = ui, T s(0) = T (0).

First order corrections needed in the closure are only n1(1), u
s(1)
i , p

s(1)
ij and q

s(1)
i ,

since, in addition to (34), we get from (44)

(46) T (1) =
2∆E

3K

n1(1)

n

for the correction to the global temperature.

We proceed further and equate the next equal powers of ε. A crucial point is the
chemical term Q1(1), coming from the expansion of all ns and of T , appearing also

in exp(∆E/KT ). Due to (46), one ends up with

Q1(1) = n1(1)Q̃ = −n1(1)ν34
12

2√ � Γ
(3

2
,

∆E

KT (0)

)
(47)

×
[(

n3(0) + n4(0) +
2
3

n3(0)n4(0)

n

( ∆E

KT (0)

)2)

×
(µ12

µ34

)3
2
e∆E/KT (0)

+ n1(0) + n2(0)

]

so that Grad’s equations (2a) become

(48) λsQ̃n1(1) =
∂0n

s(0)

∂t
+

∂(ns(0)ui)
∂xi

.

Concerning chemical contributions, it is easy to show that Rs(1)
i = V

s(1)
ij = W

s(1)
i = 0,

while the chemical term does not disappear from the equations for temperatures,
which now have to be considered, contrary to the previous case, in order to make

∂0/∂t explicit. Therefore the Grad equations for mass velocities, viscous stresses and
heat fluxes are the same as for the previous scenario, apart from the substitution

58



of ns(0) for ns and of T (0) for T . For completeness, the final result takes the form

u
s(1)
i =

4∑

r=1

Ksr
0

∂(nr(0)KT (0))
∂xi

,(49)

p
(1)
ij =

( 4∑

s=1

Hs
0

)
KT (0)

(∂ui

∂xj
+

∂uj

∂xi
− 2

3
δij

∂uk

∂xk

)
,

q
(1)
i =

( 4∑

s=1

J s
0

)
KT (0) ∂(KT (0))

∂xi
+

5
2

KT (0)
4∑

s,r=1

Ksr
0 ns(0) ∂(nr(0)KT (0))

∂xi

with the obvious meaning for subscript 0. Moreover, a little algebra shows that

S s(1) = λsn1(1)S̃ s = λsn1(1)Q̃
M −ms

M

{
−3

2
KT (0) − 1

2
(1− λs)∆E(50)

+ KT (0)Γ
(5

2
,

∆E

KT (0)

)[
Γ
(3

2
,

∆E

KT (0)

)]−1
}

and thus the equations completing this level of approximation are

4∑

r=1

Ψsr
0 T r(1) + λsS̃ sn1(1) =

3
2

ns(0)
(∂0(KT (0))

∂t
+ ui

∂(KT (0))
∂xi

)
(51)

+ ns(0)KT (0) ∂ui

∂xi
.

Equations (49) determine all needed corrections except n1(1) in terms of the actual
dependent variables. The T s(1) appearing in (51) are not needed, and we may get rid

of them by simply summing up with respect to s, taking advantage of the singularity

ofΨ0. Bearing in mind that
4∑

s=1
λs(M−ms) = 0 and

4∑
s=1

λs(1−λs)(M−ms) = −2M ,

we find

(52) Q̃∆En1(1) =
3
2

n
∂0(KT (0))

∂t
+

3
2

nui
∂(KT (0))

∂xi
+ nKT (0) ∂ui

∂xi
.

This must be compatible with equations (48), and such a condition allows again
elimination of the unknown operator ∂0/∂t, even though a trickier argument must

be invoked as compared to the previous section. Rearrangement of (38) and differ-
entiation with respect to t truncated to zero order yields in fact

(53)
∂0(KT (0))

∂t
= − (KT (0))2

∆E

4∑

s=1

λs 1
ns(0)

∂0n
s(0)

∂t
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so that ∂0(KT (0))/∂t may be reconstructed from the set (48) by suitable linear

combinations. Equating the different expressions of such a derivative yields finally a
linear algebraic equation for n1(1), with solution

n1(1) =
{

Q̃

[
1 +

3
2

n
(KT (0)

∆E

)2 4∑

s=1

1
ns(0)

]}−1

(54)

×
{

3
2

nui

(KT (0)

∆E

)2 4∑

s=1

λs

ns(0)

∂ns(0)

∂xi
+

3
2

nui
∂

∂xi

(KT (0)

∆E

)

+ n
KT (0)

∆E

∂ui

∂xi

}

showing the dependence of the density correction on the gradients of densities and

temperature and on the divergence of mass velocity.

The presence of Q̃, namely of ν34
12 , in the denominator of (54) shows that the small

parameter disappears when going back to dimensional variables. The main differ-

ence, along with the presence of ns(0) instead of ns, is the lack of one equation (on
particle balance) and of one unknown (temperature). The leading order tempera-

ture is deduced from the (approximated) mass action law (38), describing closeness
to chemical equilibrium, obviously absent for slow reactions. Further difference is the

need for an additional correction term for densities and temperature, as represented
by (34), (46), (54). However, since

(55) n1u1
i + n3u3

i =
(
n1(0) + n3(0)

)
ui + ε

(
n1(0)u

1(1)
i + n3(0)u

3(1)
i

)

(and analogously for the combinations 1 + 4 and 2 + 4) and

(56)
4∑

s=1

Esns(us
i − ui) = ε

4∑

s=1

Esns(0)u
s(1)
i ,

such new correction affects only the scalar pressure nKT as a part of the pressure
tensor P, namely nKT = nKT (0)+ 2

3ε∆En1(1). Such effect has been already pointed

out in phenomenological approaches to chemical reactions [15].

The structure of the resulting reacting “Navier-Stokes” equations is again implicit
and quite cumbersome, like in the previous case. Explicitly, they are written as a set
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of seven partial differential equations for the seven variables ns(0), ui

∂

∂t

(
n1(0) + n3(0)

)
+

∂

∂x
·
[(

n1(0) + n3(0)
)
u
]

(57)

+ ε
∂

∂x
·
(
n1(0)u1(1) + n3(0)u3(1)

)
= 0,

∂

∂t

(
n1(0) + n4(0)

)
+

∂

∂x
·
[(

n1(0) + n4(0)
)
u
]

+ ε
∂

∂x
·
(
n1(0)u1(1) + n4(0)u4(1)

)
= 0,

∂

∂t

(
n2(0) + n4(0)

)
+

∂

∂x
·
[(

n2(0) + n4(0)
)
u
]

+ ε
∂

∂x
·
(
n2(0)u2(1) + n4(0)u4(1)

)
= 0,

∂

∂t
(%u) +

∂

∂x
· (%u⊗ u) +

∂

∂x

(
nKT (0)

)
+ ε

∂

∂x

(
nKT (1)

)
+ ε

∂

∂x
· p(1) = 0,

∂

∂t

(
1
2

%u2 +
3
2

nKT (0) +
4∑

s=1

Esns(0)

)

+
∂

∂x
·
[(

1
2

%u2 +
5
2

nKT (0) +
4∑

s=1

Esns(0)

)
u
]

+ ε
∂

∂x
·
(
nKT (1)u

)
+ ε

∂

∂x
·
(
p(1) · u

)
+ ε

∂

∂x
· q(1)

+ ε
∂

∂x
·
( 4∑

s=1

Esns(0)us(1)

)
= 0

where T (0) follows from (38), T (1) is provided by (46) and (54), and us(1), p(1), q(1)

are given by (49).

Finally, it is easy to check that the reactive Euler equations in this case of fast
chemical reaction are obtained from (7) by introducing mechanical and chemical
equilibrium, namely by setting us = u ∀ s, p = 0, q = 0, and using the mass action
law in order to express T in terms of the ns. They are a set of seven partial differential
equations for the unknowns ns and u, with temperature provided by an additional
algebraic equation. Like in the case of slow reaction, this set may be regarded as the
limit for ε → 0 of the reactive Navier-Stokes equations (57).
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