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# ON NONLINEAR EQUIVALENCE AND BACKSTEPPING OBSERVER* 

’J. de Leon ${ }^{\dagger}$, I. Souleiman, A. Glumineau and G. Schreier

An observer design based on backstepping approach for a class of state affine systems is proposed. This class of nonlinear systems is determined via a constructive algorithm applied to a general nonlinear Multi Input-Multi Output systems. Some examples are given in order to illustrate the proposed methodology.

## 1. INTRODUCTION

It is well-known that when a state control law is designed its application is limited if the components of the state vector are not all measurable. This problem can be overcome by using observers. For linear systems, it is traditionally solved by using either a Luenberger observer or Kalman-filter. Moreover, the observability property for linear systems does not depend on the input. However, the observability property of nonlinear systems does depend on the input. There are some inputs for which the system could become unobservable (for more details see [ $1,8,10]$ ). Hence, the inputs which render the system unobservable should be considered when observer is constructed. For these reasons, the observer problem for nonlinear systems remains an interesting field of research. Although the problem of observer synthesis for linear systems is solved, no general methodology exists for the observer design for nonlinear systems. However, some results have been obtained in this direction $([8,10,12,13,16,18,20])$, where the observer design has been investigated for a class of nonlinear system which can be transformed into another observable form.

Several authors (see for instances $[13,14]$ ) have considered the case when a nonlinear system can be transformed into a linear system up to input-output injection. On the other hand, a straightforward approach verifying and computing the linearization condition for those systems have been given in ([15, 17]).

The design of an observer for a class of nonlinear systems can be solved via a change of coordinates which transforms the system into another nonlinear system for which an observer can be constructed (see [10, 14, 20]). Some results related to

[^0]the coordinate transformation of a nonlinear system into a state affine systems have been obtained (see for instances [ $1,8,10,14,18]$ ). The design of an observer for these state affine systems has been studied in [3].

Furthermore, necessary and sufficient conditions transforming a nonlinear system into a state affine system has been proposed in [2, 10]. However, no construction procedure characterizing such systems exits so far for multi-input-multi-output case. On the other hand, a constructive methodology for the single output case, computing the change of coordinates, is presented in [14].

This paper deals with the observer synthesis of nonlinear systems via their equivalence to state affine systems. Necessary and sufficient conditions are given to characterize a class of nonlinear systems, which can be transformed into a class of multivariable state affine systems up to input-output injection. Furthermore, for the class of state affine systems an observer is designed using a backstepping observer approach.

The paper is organized as follows. In Section 3, a computation algorithm is described which allows the transformation of a nonlinear system into a multi-output affine system. In Section 4, the unmeasurable components of the vector state are estimated using a backstepping observer. For this observer, conditions are given to characterize the inputs which render the system observable. In Section 5, some examples illustrating the proposed methodology are given. Finaily, some conclusions are given.

## 2. PRELIMINARIES

Now, consider the following nonlinear system

$$
\Sigma:\left\{\begin{array}{l}
\dot{x}=f(x, u)  \tag{1}\\
y=h(x)
\end{array}\right.
$$

where $x \in \mathbb{R}^{n}$ is the state, $u \in \mathbb{R}^{m}$ is the input, $y \in \mathbb{R}^{p}$ is the controlled output, $f$ and $h$ are meromorphic functions of their arguments. Assume that there exists a change of coordinates transforming $\Sigma$ into the state affine system of the form

$$
\Sigma_{\text {affine }}:\left\{\begin{align*}
\dot{z}_{i} & =A_{i}(u, y) z_{i}+\phi_{i}(u, y)  \tag{2}\\
y_{i} & =C_{i} z_{i}, \quad i=1, \ldots, p
\end{align*}\right.
$$

where $z_{i}=\operatorname{col}\left(z_{i, 1}, \ldots, z_{i, k_{i}}\right), A_{i} \in \mathbb{R}^{k_{i} \times k_{i}}$ are matrices of the form

$$
A_{i}=\left(\begin{array}{ccccc}
0 & a_{i, 1}(u) & 0 & \ldots & 0  \tag{3}\\
0 & 0 & a_{i, 2}(u, y) & \ldots & 0 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \ldots & a_{i, k_{i-1}}(u, y) \\
0 & 0 & \ldots & \ldots & 0
\end{array}\right)
$$

$$
\phi_{i}=\left(\begin{array}{c}
\varphi_{i, 1} \\
\vdots \\
\varphi_{i, k_{i}}
\end{array}\right) ; \text { and } C_{i}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0
\end{array}\right)_{1 \times k_{i}} ; i=1, \ldots, p
$$

where the $k_{i}$ denote observability index related with the output $y_{i}$, which are ordered as $k_{1} \geq k_{2} \geq \ldots \geq k_{p}$ and $\sum_{i=1}^{p} k_{i}=n$.

Remark 1. In order to simplify the notation and without loss of generality, the outputs are reordered in function of the observability indices; i. e. the output $y_{i}$ is associated to the index observability $k_{i}$, for $i=1, \ldots, p$.

All definitions and results given in the paper can be written locally around a regular point $x_{0}$ of $M$, an open subset of $\mathbb{R}^{n}$. If this property is generically satisfied, it means that this property is satisfied locally around a regular point $x_{0}$ of $M$. Let $\mathcal{O}$ denote the generic observability space defined by (see [16]).

$$
\begin{equation*}
\mathcal{O}=\mathcal{X} \cap(\mathcal{Y}+\mathcal{U}) \tag{4}
\end{equation*}
$$

where $\mathcal{X}=\operatorname{Span}_{\mathcal{K}}\{\mathrm{d} x\}, \mathcal{Y}=\operatorname{Span}_{\mathcal{K}}\left\{\mathrm{d} y^{(w)}, w \geq 0\right\}, \mathcal{U}=\operatorname{Span}_{\mathcal{K}}\left\{\mathrm{d} u^{(w)}, w \geq 0\right\}$, $\operatorname{Span}_{\mathcal{K}}$ is a space spanned over the field $\mathcal{X}$ of meromorphic functions of $x$ and a finite number of time derivatives of $u$ ).

Definition 1. The system $\Sigma$ is generically observable if

$$
\operatorname{dim} \mathcal{O}=n
$$

The first goal of this paper is to find a state coordinate transformation $z=\Phi(x)$, such that system $\Sigma$ is locally equivalent to system $\Sigma_{\text {affine }}$ in order to design an observer. The approach consists in checking that the Input-Output (I/O) differential equation associated to the observable system $\Sigma$, which is given by

$$
\begin{equation*}
y_{i}^{\left(k_{i}\right)}=P_{0}^{i}\left(y_{1}, \dot{y}_{1}, \ldots y_{1}^{\left(k_{1}-1\right)}, \ldots, y_{p}, \ldots, y_{p}^{\left(k_{p}-1\right)}, u, \dot{u}, \ddot{u}, \ldots, u^{\left(k_{1}-1\right)}\right) \tag{5}
\end{equation*}
$$

has the same I/O differential equation as $\Sigma_{\text {affine }}$, which verifies

$$
\begin{align*}
y_{i}^{\left(k_{i}\right)} & =P_{a 0}^{i}=F_{k_{i}}^{i}\left(a_{i, 1}, \ldots, a_{i, n-1}\right)  \tag{6}\\
& +\sum_{r=1}^{k_{i}-1} K_{k_{i}-r-1}^{i} F_{r}^{i}\left(a_{i, k_{i}-r}, \ldots, a_{i, k_{i}-1}, \varphi_{i, k_{i}-r}\right)+K_{k_{i}-1}^{i} F_{0}^{i}\left(\varphi_{i, k_{i}}\right) \\
& =F_{k_{i}}^{i}\left(a_{i, 1}, \ldots, a_{i, n-1}\right)+\Gamma_{0}^{k_{i}-1}\left(a_{i, 1}, \ldots, a_{i, k_{i}-1}, \varphi_{i, 1}, \ldots, \varphi_{i, k_{i}}\right)
\end{align*}
$$

where $K_{r}^{i}=a_{i, 0} \ldots a_{i, r}=\prod_{j=0}^{r} a_{i, j}$, and $a_{i, 0}=1$. The functions $F_{r}^{i}, r=0, \ldots, k_{i}$; are given as a sum of monomials depending on

$$
\left(y_{i}^{\left(n_{i}\right)}\right)^{q_{i}} \text { and }\left(u_{i}^{\left(m_{i}\right)}\right)^{s_{i}}, \text { for } i=1, \ldots, p
$$

where $n_{i}, m_{i}=0, \ldots, k_{i}$; represent the order of derivation of the outputs and the inputs respectively; and $q_{i}, s_{i}=0,1, \ldots$; are the exponents of the outputs and the inputs and their derivatives, respectively. These parameters satisfy the following relation

$$
\sum_{i} n_{i} q_{i}+\sum_{i} m_{i} s_{i}=r ; \text { for } i=1, \ldots, p
$$

Remark 2. The functions $F_{r}^{i}$ involves monomials depending on functions $\left(y_{i}^{\left(n_{i}\right)}\right)^{q_{i}}$ and $\left(u_{i}^{\left(m_{i}\right)}\right)^{s_{i}}$ of degree $\sum_{i} n_{i} q_{i}+\sum_{i} m_{i} s_{i}=\left(k_{i}-r\right)$.

On the other hand, the proposed results are obtained from the analysis of I/O differential equations. The observable nonlinear system $\Sigma$ in the state space representation will be transformed into a set of higher-order differential equations depending on the inputs and outputs. These equations are obtained by using state elimination techniques (see [5]). Moreover, considering the assumption of generic observability of the system, the elimination problem has a solution (see [15, 19]). Hence, the state affine transformation problem is solved as a realization problem.

The classification problem of nonlinear systems which can be steered by a change of coordinates to some observable form has received significant attention during the last years. In [7] and [8], locally uniformly observable systems are studied. Necessary and sufficient conditions have been stated to guarantee the transformation of nonlinear systems into state affine systems (see [1, 10, 11]). These conditions guarantee the existence of a vector field transforming the system into another observable one. However, this vector field cannot be computed directly and hence, the application of this methodology is limited (see [1]). On the other hand, a constructive methodology for the single output case, computing the change of coordinates, is presented in [14]. In this paper, using the results given in [14], an extension for the class of multivariable systems will be considered.

## 3. STATE AFFINE TRANSFORMATION ALGORITHM

The problem of verifying the equivalence between a nonlinear system and state affine system is considered in this section. Necessary and sufficient conditions allowing to characterize a class of nonlinear systems, which are diffeomorphic to state affine systems, are given. These conditions are obtained using the exterior differential system theory ( for more details see [4, 9, 14, 16]).

Now, the algorithm allowing us to know if a diffeomorphism exists between (1) and (2) is given. Let $S_{j}^{i}=\left\{k_{1}, k_{2}, \ldots, k_{j}\right\}$ be the set of observability indices such that $k_{j}$ satisfies the following inequality

$$
k_{j}>k_{i}-k
$$

for a given $k$. Denote $d_{i}^{k}$ the number of outputs whose observability index is greater than $k_{i}-k$, as

$$
\begin{equation*}
d_{i}^{k}=\operatorname{Card}\left\{k_{1}, k_{2}, \ldots, k_{j}\right\} \tag{7}
\end{equation*}
$$

## Algorithm.

Step 1. Computation of the functions $a_{i, j}$.
Let $P_{0}^{i}=y_{i}^{\left(k_{i}\right)}, i=1, \ldots, p$; be the I/O differential equation obtained from the nonlinear system $\Sigma$. Let $\omega_{k}^{i}$ be the one-form defined by

$$
\begin{equation*}
\omega_{k}^{i}=c_{k}^{i} \sum_{j=1}^{d_{i}^{k}} \frac{\partial^{2} P_{0}^{i}}{\partial y_{j}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} y_{j}+\sum_{j=1}^{d_{i}^{k}} \sum_{l=1}^{m} \frac{\partial^{2} P_{0}^{i}}{\partial u_{l}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} u_{l} \tag{8}
\end{equation*}
$$

for $k=1, \ldots, k_{i}-1$; with $c_{1}^{i}=\ldots=c_{k_{i}-2}^{i}=1$ and $c_{k_{i}-1}^{i}=0$. Now, in order to verify if it is possible to find an equivalence between $\Sigma$ and $\Sigma_{\text {affine }}$, it is necessary to check the following conditions:

- Case $d_{i}^{k}<p$.

If $\mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} u \neq 0$ or $\mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p} \neq 0$; then, there is no solution.

- Case $d_{i}^{k}=p$ :

If $\mathrm{d} \omega_{k}^{i} \neq 0$, then the problem has no solution.
Otherwise, let the $a_{i, k}$ functions be any solution of

$$
\begin{equation*}
\omega_{k}^{i}=c_{k}^{i} \sum_{j=1}^{d_{i}^{k}} \frac{\partial^{2} P_{a 0}^{i}}{\partial y_{j}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} y_{j}+\sum_{j=1}^{d_{i}^{k}} \sum_{l=1}^{m} \frac{\partial^{2} P_{a 0}^{i}}{\partial u_{l}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} u_{l} \tag{9}
\end{equation*}
$$

where the right-hand side of this equation is deduced from the I/O differential equation $P_{a 0}^{i}$, which is computed from system $\Sigma_{\text {affine }}$.

This ends the Step 1.
On the other hand, the previous one-forms do not allow to know the functions $\varphi_{i, k}$. Then, in order to identify the functions $\varphi_{i, j}$, all $a_{i, j}$ obtained from Step 1 will be used to determine the $\varphi_{i, j}$, as it is presented in the next step.

## Step 2. Determination of $\varphi_{i, k_{i}}$.

Consider $P_{0}^{i}$ as in Step 1, and let

$$
\begin{equation*}
P_{r}^{i}=P_{r-1}^{i}-F_{k_{i}-r+1}^{i} \tag{10}
\end{equation*}
$$

for $r:=1, \ldots, k_{i}-1$; where the $F_{k_{i}-r+1}^{i}$ are functions as in (6). Let $\bar{\omega}_{r}^{i}$ the one-form given by

$$
\begin{equation*}
\bar{\omega}_{r}^{i}=\frac{1}{K_{r}^{i}}\left\{\sum_{j=1}^{d_{i}^{r}} \frac{\partial P_{r}^{i}}{\partial y_{j}^{\left(k_{i}-r\right)}} \mathrm{d} y_{j}+\sum_{l=1}^{m} \frac{\partial P_{r}^{i}}{\partial u_{l}^{\left(k_{i}-r\right)}} \mathrm{d} u_{l}\right\} \tag{11}
\end{equation*}
$$

where

$$
K_{r}^{i}=a_{i, 1} \ldots a_{i, r}=\prod_{j=0}^{r} a_{i, j}
$$

and $a_{i, 0}=1$. Now, in order to compute the functions $\varphi_{i, r}$, we check the following conditions:

- Case $d_{i}^{r}<p$.

If $\mathrm{d} \bar{\omega}_{r}^{i} \wedge \mathrm{~d} u \neq 0$ or $\mathrm{d} \bar{\omega}_{r}^{i} \wedge \mathrm{~d} y_{d_{i}^{r}+1} \wedge \cdots \wedge \mathrm{~d} y_{p} \neq 0$, then, the problem has no solution.

- Case $d_{i}^{r}=p$.

If $\mathrm{d} \bar{\omega}_{r}^{i} \neq 0$, then the problem has no solution.
Otherwise, if $\mathrm{d} \bar{\omega}_{r}^{i}=0$, for $\forall r=1, \ldots, k_{i}-1$; then $\varphi_{i, r}$ is a solution of

$$
\begin{equation*}
\bar{\omega}_{r}^{i}=\frac{1}{a_{i, r}}\left\{\sum_{j=1}^{d_{i}^{r}} \frac{\partial \varphi_{i, r}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{j=1}^{m} \frac{\partial \varphi_{i, r}}{\partial u_{j}} \mathrm{~d} u_{j}-\frac{\varphi_{i, r}}{a_{i, r}}\left(\sum_{j=1}^{d_{i}^{r}} \frac{\partial a_{i, r}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{j=1}^{m} \frac{\partial a_{i, r}}{\partial u_{j}} \mathrm{~d} u_{j}\right)\right\} . \tag{12}
\end{equation*}
$$

And for $r=k_{i}$,

$$
\begin{equation*}
P_{k_{i}}^{i}=a_{i, 1} \ldots a_{i, k_{i}-1} \varphi_{i, k_{i}}=K_{k_{i}}^{i} \varphi_{i, k_{i}} . \tag{13}
\end{equation*}
$$

End of the Algorithm.
This Algorithm allows to establish the following theorem.
Theorem 1. The system $\Sigma$ is locally equivalent by state coordinates transformation to the system $\Sigma_{\text {affine }}$ if and only if the following conditions are verified:

1. For $d_{i}^{k}<p$,

$$
\begin{align*}
\mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} u & =0, \text { and } \mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}
\end{aligned}=0, ~ \begin{aligned}
& \mathrm{d} \bar{\omega}_{k}^{i} \wedge \mathrm{~d} u=0, \text { and } \mathrm{d} \bar{\omega}_{k}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}=0 \tag{14}
\end{align*}
$$

2. For $d_{i}^{k}=p$,

$$
\mathrm{d} \omega_{k}^{i}=0, \quad \text { and } \quad \mathrm{d} \bar{\omega}_{k}^{i}=0
$$

where $\omega_{k}^{i}$ and $\bar{\omega}_{k}^{i}$ are one-forms defined in (8) and (11).
If the conditions of Theorem 1 are satisfied, system $\Sigma$ is locally equivalent to system $\Sigma_{\text {affine }}$, and the state coordinates transformation $z=\Phi(x)$ is given by

$$
\begin{align*}
z_{i, 1} & =y_{i} \\
z_{i, 2} & =\frac{1}{a_{i, 1}}\left\{\dot{y}_{i}(x)-\varphi_{i, 1}(u, y)\right\}  \tag{15}\\
z_{i, j} & =\frac{y_{i}^{(j-1)}-P_{j-1}^{\mathrm{i}}}{K_{j-1}^{i}}, \text { for } j=3, \ldots, k_{i}
\end{align*}
$$

where $z_{i}=\operatorname{col}\left(z_{i, 1} \ldots z_{i, k_{i}}\right)$ and

$$
\begin{equation*}
P_{k}^{i}=K_{k-1}^{i} \varphi_{i, k}+\frac{\mathrm{d} P_{k-1}^{i}}{\mathrm{~d} t}+z_{i, k} \frac{\mathrm{~d} K_{k-1}^{i}}{\mathrm{~d} t} \tag{16}
\end{equation*}
$$

for $k=1, \ldots, k_{i}, a_{i, k_{i}}=0$ and $P_{1}^{i}=\varphi_{i, 1}$.
Proof of Theorem 1 (see Appendix B).
This result gives the conditions to transform system $\Sigma$ into system $\Sigma_{\text {affine }}$ (2). The next section introduces a procedure to design a backstepping observer for this class of systems.

## 4. BACKSTEPPING OBSERVER

The propose of this section is to design an observer for the class of state affine systems (2) based on the backstepping approach. From the structure of the state affine system, which is represented by state affine subsystems, an observer will be designed for each subsystem independently. For this reason, consider the following class of single output state affine systems which are in the observable form

$$
\begin{align*}
\dot{x}_{1} & =a_{1}(u, y) x_{2}+g_{1}\left(u, x_{1}\right) \\
\dot{x}_{i} & =a_{i}(u, y) x_{i+1}+g_{i}\left(u, x_{1}, \ldots, x_{i}\right), \quad i=2, \ldots, n-1 ;  \tag{17}\\
\dot{x}_{n} & =f_{n}(x)+g_{n}(u, x) \\
y & =C x=x_{1} .
\end{align*}
$$

It is clear that system (17) is uniformly observable if the applied inputs are persistently exciting. For instance, there are some inputs which render the unmeasured states unobservable. Then, in order to design an observer for the unmeasured states the inputs must be satisfy some observability conditions (see [11]).

The observer for the class of systems considered is described by

$$
\begin{align*}
& \begin{array}{l}
\dot{z}_{1}=a_{1}(u, y) z_{2}+g_{1}\left(u, z_{1}\right)+\psi_{1}(z)\left(x_{1}-z_{1}\right) \\
\dot{z}_{i}=a_{i}(u, y) z_{i+1}+g_{i}\left(u, z_{1}, z_{2}, \ldots, z_{i}\right)+\psi_{i}(z)\left(x_{1}-z_{1}\right), \\
\text { for } i=2, \ldots, n-1 \\
\dot{z}_{n}=f_{n}(z)+g_{n}(u, z)+\psi_{n}(z)\left(x_{1}-z_{1}\right)
\end{array}
\end{align*}
$$

where $z=\operatorname{col}\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ is the estimated state and $\psi_{i}(z), i=2, \ldots, n-1$; are the observer gains which must be determined in order to guarantee the convergence of the observer. Defining the estimation error $e_{i}=x_{i}-z_{i}$, for $i=1, \ldots, n$; whose dynamics is given by

$$
\begin{align*}
& \dot{e}_{1}=a_{1}(u, y) e_{2}-\psi_{1}(z) e_{1} \\
& \dot{e}_{i}=a_{i}(u, y) e_{i+1}+g_{i}\left(u, x_{1}, \ldots, x_{i}\right)-g_{i}\left(u, z_{1}, z_{2}, \ldots, z_{i}\right)-\psi_{i}(z) e_{1}, \\
& \text { for } i=2, \ldots, n-1  \tag{19}\\
& \dot{e}_{n}=f_{n}(x)-f_{n}(z)+g_{n}(u, x)-g_{n}(u, z)-\psi_{n}(z) e_{1} .
\end{align*}
$$

Using similar arguments given in [12], we will find the observer gains $\psi_{i}(z), i=$ $1, \ldots, n$, such that the estimation error tends to zero as $t \rightarrow \infty$. Now, in order to design the observer the following assumptions are introduced.

A1) There exist positive constants $c_{1}$ and $c_{2}$, where $0<c_{1}<c_{2}<\infty$, such that for all $x \in \mathbb{R}^{n}$;

$$
0<c_{1} \leq\left|a_{i}(u, y)\right| \leq c_{2}<\infty, \quad i=1, \ldots, n-1
$$

A2) The functions $g_{i}\left(u, y, \ldots, x_{i}\right), i=2, \ldots, n$, are globally Lipschitz with respect to ( $x_{1}, \ldots, x_{i}$ ), and uniformly with respect to $u$ and $y$.

Remark 3. The condition (20) corresponds to a characterization of "good" inputs, which are required to recover state observability.

Let be $O(e)^{k}$ a function of $z$ and $e$ for $k>0$ such that for $z \in \Xi \subset \mathbb{R}^{n}$, there exist constants $N>0, \epsilon>0$ such that

$$
\left|O(e)^{k}\right| \leq N\|e\|^{k}, \quad \forall\|e\|<\epsilon, \quad \forall z \in \Xi .
$$

Now, consider the following variables $s_{i}$ for $i=1, \ldots, n+1$;

$$
\begin{align*}
& s_{1}=e_{1} \\
& s_{2}=c_{1} s_{1}+\dot{s}_{1}+O(e)^{2}  \tag{20}\\
& s_{i}=s_{i-2}+c_{i-1} s_{i-1}+\dot{s}_{i-1}+O(e)^{2}, \text { for } i=3, \ldots, n+1
\end{align*}
$$

where the parameters $c_{i}$ are positive constants and the error terms are chosen so that $s$ is a linear function of the error $e$. Next, writing the above equations in terms of the error $e$, we obtain

$$
\begin{equation*}
s_{l+1}=\sum_{i=1}^{l}\left(b_{l+1, i}-K_{l-i} K_{i-1} \psi_{l-i+1}\right) e_{i}+K_{l} e_{l+1}, \text { for } l=1, \ldots, n-1 \tag{21}
\end{equation*}
$$

and for $l=n$,

$$
\begin{equation*}
s_{n+1}=\sum_{i=1}^{n}\left(b_{n+1, i}-K_{n-i} K_{i-1} \psi_{n-i+1}+K_{n-1}\left(\frac{\partial f_{n}}{\partial z_{i}}\right)\right) e_{i} \tag{22}
\end{equation*}
$$

where $b_{l+1, i}$ and $K_{i-1}$ for $i=1, \ldots, l$; and $l=1, \ldots, n$; are given in Appendix C. Furthermore, let $U_{\rho}$ be the $\rho$-neighborhood of $\mathcal{C}$ an open subset of $\mathbb{R}^{n}$, there exists constants $\lambda_{1}>0$ and $\lambda_{2}>0$ such that for all $z \in \bar{U}_{\rho}$, a compact subset, with $e$ and $s \in \mathcal{C}$, the following inequality is satisfied

$$
\begin{equation*}
\lambda_{1}\|e\| \leq\|s\| \leq \lambda_{2}\|e\| \tag{23}
\end{equation*}
$$

where $s=\operatorname{col}\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ and $e=\operatorname{col}\left(e_{1}, e_{2}, \ldots, e_{n}\right)$. Then we can establish the following result.

Theorem 2. Consider the system (17), and assume that assumptions A1 and A2 are satisfied. For any subset $\mathcal{C} \subset \mathbb{R}^{n}$ of the dynamical system (17) there exist constants $\lambda_{1}, \lambda_{2}>0 ; \epsilon>0 ; \gamma>0$ such that if $x(0) \in \mathcal{C}$ and $\|e(0)\|<\epsilon$ then the system (18) is a locally exponential observer for system (17). Thus, the estimation error

$$
\|e(t)\| \leq \frac{\lambda_{2}}{\lambda_{1}}\|e(0)\| \exp ^{-2 \gamma t}
$$

converges exponentially to zero as $t$ tends to $\infty$.
Proof. Defining the following Lyapunov function

$$
V=\sum_{i=1}^{n} V_{i}=\frac{1}{2} \sum_{i=1}^{n} s_{i}^{2}
$$

Taking the time derivative of $V$ along (20), we obtain

$$
\dot{V}=-\sum_{i=1}^{n} c_{i} s_{i}^{2}+s_{n} s_{n+1}+O(e)^{3}
$$

Next, the observer gains $\psi_{i}, i=1, \ldots, n$; are chosen as follows

$$
\psi_{i}=\frac{b_{n+1, n-i+1}}{K_{n-i} K_{i-1}}+\frac{K_{n-1}}{K_{i-1} K_{n-i}}\left(\frac{\partial f_{n}}{\partial z_{n-i+1}}\right), \text { for } i=1, \ldots, n
$$

where $b_{n+1, i}$ and $K_{n-1}$ are given in Appendix C. Then, from (38) the term $s_{n+1}$ is equal to 0 (see Appendix C). Hence, we obtain

$$
\begin{equation*}
\dot{V}=-\sum_{i=1}^{n} c_{i} s_{i}^{2}+O(e)^{3} . \tag{24}
\end{equation*}
$$

Now, let $U_{\rho}$ be the $\rho$-neighborhood of $\mathcal{C}$ an open subset of $\mathbb{R}^{n}$, then its closure $\bar{U}_{\rho}$ is a compact subset. Hence there exist constants $N>0, \epsilon>0$ such that the error term (24) satisfies

$$
\left|O(e)^{3}\right| \leq N\|e\|^{3}
$$

for all $z \in \bar{U}_{\rho}$, and $\|e\|<\epsilon$. Next, let be $\bar{\epsilon}=\min (\rho, \epsilon)$.
From $s=M\left(b_{i, j}, \psi_{i}\right) e$ where $s$ is a linear function of $e$ (see equation (20) and Appendix C), we know that there exists constants $\lambda_{1}>0, \lambda_{2}>0$ such that for all $z \in \bar{U}_{\rho}$, and $e, s \in \mathcal{C}$, the following inequality is satisfied

$$
\begin{equation*}
\lambda_{1}\|e\| \leq\|s\| \leq \lambda_{2}\|e\| \tag{25}
\end{equation*}
$$

Since $c_{i}>0$, there exists a constant $\gamma>0$ such that

$$
4 \gamma\|s\|^{2} \leq \sum_{i=1}^{n} c_{i} s_{i}^{2}
$$

Hence, there exist an $\bar{\epsilon}>0$ sufficiently small such that the error term in (24) satisfies

$$
\left|O(e)^{3}\right| \leq \frac{1}{2} \sum_{i=1}^{n} c_{i} s_{i}^{2}
$$

for all $z \in \bar{U}_{\rho}$, and $\|e\|<\bar{\epsilon}$. For these $z$ and $e$, we have

$$
\begin{equation*}
\dot{V}=-\frac{1}{2} \sum_{i=1}^{n} c_{i} s_{i}^{2} \leq-2 \gamma V \tag{26}
\end{equation*}
$$

And using Gronwall's inequality

$$
V(t) \leq V(0) \exp ^{-2 \gamma t}
$$

Using the inequality (25), we have

$$
\|e(t)\| \leq \frac{\lambda_{2}}{\lambda_{1}}\|e(0)\| \exp ^{-2 \gamma t}
$$

Then, the estimation error converges exponentially to zero as $t \rightarrow \infty$. This ends the proof.

## 5. EXAMPLES

## Example 1. Single Output Case.

Consider the dynamics of a rigid body

$$
\begin{aligned}
\left(\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right) & =\left(\begin{array}{l}
\gamma_{1} x_{2} x_{3} \\
\gamma_{2} x_{1} x_{3} \\
\gamma_{3} x_{1} x_{2}
\end{array}\right) \\
y & =x_{1}
\end{aligned}
$$

in which $x_{1}, x_{2}$ and $x_{3}$ are the components of the angular velocity with respect to the principal axes of inertia, $J_{1}, J_{2}$ and $J_{3}$ the moments of inertia with respect to the principal axes of inertia $\gamma_{1}=\frac{J_{3}-J_{2}}{J_{1}}, \gamma_{2}=\frac{J_{1}-J_{3}}{J_{2}}$ and $\gamma_{3}=\frac{J_{2}-J_{1}}{J_{3}}$. Assume that the angular velocity $x_{1}$ is measured. The observation problem is the estimation of the angular velocities $x_{2}$ and $x_{3}$.

Now, we apply the Algorithm presented in Section 3, to check if there exists a transformation for the above system.

Step 1. Determination of $a_{i}$.
Applying the proposed algorithm, the I/O differential equation (5), for $i=1$ and $k_{1}=3$ is given by

$$
\begin{aligned}
y^{(3)} & =P_{0}^{i}\left(y, \dot{y}, y^{(2)}\right)=\frac{y^{(2)} \dot{y}}{y}+4 \gamma_{2} \gamma_{3} y^{2} \dot{y} \\
& =F_{3}+F_{2}+K_{1} F_{1}+K_{2} F_{0}
\end{aligned}
$$

where $F_{2}=F_{0}=0$. On the other hand, the I/O differential equation of the affine system is given by

$$
\begin{aligned}
y_{a}^{(3)} & =y_{a}^{(1)}\left(\frac{\ddot{\ln a_{1}}}{-\dot{\ln a_{1} a_{2}} \frac{\dot{\ln a_{1}}}{)}+y_{a}^{(2)}\left(\frac{\dot{\ln a_{1}}}{}+\frac{\dot{\ln a_{1} a_{2}}}{)}-\left(\frac{\ddot{\left(\ln a_{1}\right.}}{}-\overline{\ln a_{1} a_{2}} \frac{\dot{\ln a_{1}}}{)} \varphi_{1}\right.\right.}\right. \\
& -\frac{\dot{\ln a_{1}} \dot{\varphi}_{1}+\ddot{\varphi}_{1}-\left(\overline{\ln a_{1} a_{2}}\right) \dot{\varphi}_{1}-a_{1}\left(\overline{\ln a_{1} a_{2}}+\overline{\ln a_{1}}\right) \varphi_{2}+\overline{a_{1} \varphi_{2}}+a_{1} a_{2} \varphi_{3}}{} \\
& =F_{3 a}+F_{2 a}+K_{1} F_{1 a}+K_{2} F_{0 a}
\end{aligned}
$$

where

$$
\begin{aligned}
& F_{0 a}=\varphi_{3}, \\
& F_{1 a}=-\left(\overline{\ln a_{1} a_{2}}+\dot{\overline{\ln a_{1}}}\right) \varphi_{2}+\dot{\varphi_{2}}+\dot{\overline{\ln a_{1}} \varphi_{2}}, \\
& F_{2 a}=-\left(\overline{\ln a_{1}}-\overline{\ln a_{1} a_{2}} \overline{\ln a_{1}}\right) \varphi_{1}-\overline{\ln a_{1}} \dot{\varphi}_{1}+\ddot{\varphi}_{1}-\left(\overline{\ln a_{1} a_{2}}\right) \dot{\varphi}_{1}, \\
& F_{3 a}=y_{a}^{(1)}\left(\dot{\ddot{\ln a_{1}}}-\dot{\ln a_{1} a_{2}} \dot{\overline{\ln a_{1}}}\right)+y_{a}^{(2)}\left(\dot{\dot{\varphi}} \ln +\dot{\dot{\ln }} \overline{\ln a_{1} a_{2}}\right) \text {. }
\end{aligned}
$$

From equation (8), the one-form $\omega_{1}$ is given by

$$
\omega_{1}=\frac{1}{y} \mathrm{~d} y
$$

Now, for $k=2$, the one-form $\omega_{2}$ is given by

$$
\omega_{2}=\frac{1}{y} \mathrm{~d} y
$$

It is easy to see that the one-form $\omega_{1}$ verify the conditions (14).
Now, computing one-form $\omega_{1 a}$, we have

$$
\omega_{1 a}=\frac{\partial^{2} y_{a}^{(3)}}{\partial y_{a}^{(1)} \partial y_{a}^{(2)}} \mathrm{d} y=\left\{2 \frac{\partial \log a_{1}}{\partial y_{a}}+\frac{\partial \log a_{1} a_{2}}{\partial y_{a}}\right\} \mathrm{d} y
$$

In the same way, $\omega_{2 a}=\omega_{1 a}$. Then, in order to determine the $a_{i}$ 's, it is necessary to solve the following equation

$$
\left\{2 \frac{\partial \log a_{1}}{\partial y}+\frac{\partial \log a_{1} a_{2}}{\partial y}\right\}=\frac{1}{y}
$$

Notice that the function $a_{1}$ depends on $y$, then the proposed algorithm can be extended to a large class of nonlinear systems where $a_{i, 1}$ depends on $u$ and $y$. However, for this class of systems the algorithm gives several solutions for a given system. For example, setting the arbitrary choice

$$
a_{1}=\frac{1}{a_{2}^{2}}
$$

It follows that a solution is of the form

$$
a_{1}=y, \quad a_{2}=\frac{1}{y^{2}}
$$

Step 2. Determination of $\varphi_{i}$.
Consider I/O differential equation $P_{0}$ and $F_{3}$, then

$$
\begin{aligned}
P_{1} & =P_{0}-F_{3}=P_{0}-\frac{y^{(2)} \dot{y}}{y} \\
& =4 \gamma_{2} \gamma_{3} y^{2} \dot{y}
\end{aligned}
$$

Computing the one-form $\bar{\omega}_{1}$ from equation (12), we obtain $\bar{\omega}_{1}=0$.

$$
\begin{aligned}
\bar{\omega}_{1} & =\frac{1}{a_{1}}\left\{\frac{\partial \varphi_{1}}{\partial y} \mathrm{~d} y-\frac{\varphi_{1}}{a_{1}}\left(\frac{\partial a_{1}}{\partial y}\right) \mathrm{d} y\right\} \\
& =\mathrm{d}\left(\frac{\varphi_{1}}{a_{1}}\right)=0
\end{aligned}
$$

Since, $a_{1} \neq 0$, then, this implies that $\varphi_{1}=0$.
Next, to determine $\bar{\omega}_{2}$, using equation for $r=2$, we have

$$
P_{2}=P_{1}-F_{2}=P_{1}
$$

since $F_{2}=0$, then

$$
\bar{\omega}_{2}=\frac{1}{a_{1} a_{2}} \frac{\partial P_{2}}{\partial \dot{y}} \mathrm{~d} y=4 \gamma_{2} \gamma_{3} y^{2} \mathrm{~d} y
$$

then, we have

$$
\begin{aligned}
\bar{\omega}_{2} & =\frac{1}{a_{2}}\left\{\frac{\partial \varphi_{2}}{\partial y} \mathrm{~d} y-\frac{\varphi_{2}}{a_{2}}\left(\frac{\partial a_{2}}{\partial y}\right) \mathrm{d} y\right\} \\
& =\mathrm{d}\left(\frac{\varphi_{2}}{a_{2}}\right)=4 \gamma_{2} \gamma_{3} y^{2} \mathrm{~d} y
\end{aligned}
$$

Solving the above equation, we obtain

$$
\varphi_{2}=\gamma_{2} \gamma_{3} y^{2}
$$

Now, for $r=3$, and from (13)

$$
P_{3}=a_{1} a_{2} \varphi_{3} .
$$

Since $P_{3}=0$, it follows that $\varphi_{3}=0$.
After computation, the change of coordinates obtained is

$$
\begin{aligned}
& z_{1}=x_{1}, \quad z_{2}=\frac{\gamma_{1} x_{2} x_{3}}{x_{1}} \\
& z_{3}=\gamma_{1} \gamma_{2} x_{1}^{2} x_{3}^{2}+\gamma_{1} \gamma_{3} x_{1}^{3} x_{2}+\gamma_{1}^{2} x_{2}^{2} x_{3}^{2}+\gamma_{2} \gamma_{3} x_{1}^{4}
\end{aligned}
$$

Then, the transformed system $\Sigma_{\text {affine }}$ in the new coordinates is given by

$$
\left(\begin{array}{c}
\dot{z}_{1}  \tag{27}\\
\dot{z}_{2} \\
\dot{z}_{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & y & 0 \\
0 & 0 & \frac{1}{y^{2}} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right)+\left(\begin{array}{l}
0 \\
\gamma_{2} \gamma_{3} y^{2} \\
0
\end{array}\right) .
$$

An observer backstepping for the above system can be design as follows.

$$
\left(\begin{array}{c}
\dot{\hat{z}}_{1}  \tag{28}\\
\dot{z}_{2} \\
\dot{\hat{z}}_{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & y & 0 \\
0 & 0 & \frac{1}{y^{2}} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\hat{z}_{1} \\
\hat{z}_{2} \\
\hat{z}_{3}
\end{array}\right)+\left(\begin{array}{l}
0 \\
\gamma_{2} \gamma_{3} y^{2} \\
0
\end{array}\right)+\left(\begin{array}{l}
\psi_{1}(\hat{z}) \\
\psi_{2}(\hat{z}) \\
\psi_{3}(\hat{z})
\end{array}\right)\binom{\left.z_{1}-\hat{z}_{1}\right)}{(2}
$$

where the observer gains are given by

$$
\begin{aligned}
& \psi_{1}(\hat{z})=y b_{4,3} \\
& \psi_{2}(\hat{z})=\frac{b_{4,2}}{y^{2}} \\
& \psi_{3}(\hat{z})=y b_{4,1}
\end{aligned}
$$

where $K_{1}=y, K_{2}=\frac{1}{y}, g_{1}=0, g_{2}=0, g_{3}=0$, and

$$
\begin{aligned}
b_{2,1} & =c_{1} \\
b_{3,1} & =1+c_{2}\left(c_{1}-\psi_{1}\right)-\left(c_{1}-\psi_{1}\right) \psi_{1}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\psi_{1}\right) \\
b_{3,2} & =y\left(c_{2}+c_{1}\right)+\frac{\mathrm{d} y}{\mathrm{~d} t} \\
b_{4,1} & =c_{1}-\psi_{1}+c_{3}\left(b_{3,1}-y \psi_{2}\right)-\left(b_{3,1}-y \psi_{2}\right) \psi_{1}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,1}-y \psi_{2}\right) \\
& -\left(b_{3,2}-y \psi_{1}\right) \psi_{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,2}-y \psi_{1}\right) \\
b_{4,2} & =y+c_{3}\left(b_{3,2}-y \psi_{1}\right)+y b_{3,1} \\
b_{4,3} & =c_{3} \frac{1}{y}+\frac{1}{y^{2}} b_{3,2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{y}\right)
\end{aligned}
$$

## Example 2. Multi-Input Multi-Output.

Consider the following multivariable system:

$$
\begin{aligned}
& \left(\begin{array}{l}
\left(\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3} \\
\dot{x}_{4} \\
\dot{x}_{5}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{l}
u e^{x_{2}} \\
x_{1} x_{3} e^{-x_{2}}-u^{2} e^{-x_{2}} \\
u x_{1} \\
u^{2} x_{5}+u x_{1} \\
x_{1}^{2} x_{4}
\end{array}\right) \\
& y_{1}=x_{1}, \quad y_{2}=x_{4}
\end{aligned}
$$

It is easy to verify that the system is observable with indices of observability given by $k_{1}=3$ and $k_{2}=2$. Moreover, the I/O differential equations (5) of this system
are

$$
\begin{aligned}
& y_{1}^{(3)}=\frac{\dot{u}}{u} y_{1}^{(2)}+\bar{\cdot} \\
& y_{2}^{(2)}=2 \frac{\dot{u}}{u}\left(\dot{y}_{2}-u y_{1}\right)+u^{2} y_{1}^{2} y_{2}+\dot{u} y_{1}+u \dot{y}_{1} .
\end{aligned}
$$

Next, the I/O differential equations associated to the equivalent state affine system are

$$
\begin{aligned}
& y_{1, a}^{(3)}=y_{1, a}^{(1)}\left(\overline{\ln a_{1,1}}-\overline{\dot{\ln a_{1,1} a_{1,2}}} \dot{\ln a_{1,1}}\right)+y_{1, a}^{(2)}\left(\overline{\ln a_{1,1}}+\overline{\ln a_{1,1} a_{1,2}}\right) \\
& -\left(\overline{\ln a_{1,1}}-\overline{\ln a_{11} a_{12}} \frac{\dot{\ln a_{11}}}{}\right) \varphi_{1,1}-\dot{\ln a_{11}} \dot{\varphi}_{1,1}+\ddot{\varphi}_{1,1}-\left(\overline{\ln a_{1,1} a_{1,2}}\right) \dot{\varphi}_{1,1} \\
& -a_{1,1}\left(\overline{\overline{\ln a_{1,1} a_{1,2}}}+\overline{\ln a_{1,1}}\right) \varphi_{1,2}+\overline{a_{1,1} \dot{\varphi}_{1,2}}+a_{1,1} a_{1,2} \varphi_{1,3}
\end{aligned}
$$

and

$$
y_{2, a}^{(2)}=\ln \dot{a}_{2,1}\left(\dot{y}_{2}-\varphi_{2,1}\right)+a_{2,1} \varphi_{2,2}+\dot{\varphi}_{2,1}
$$

Now, we apply the algorithm
Step 1. Computation of $a_{i, j}$.
For $i=1$, the $\mathrm{I} / \mathrm{O}$ differential equation $P_{0}^{1}$ is given by

$$
\begin{aligned}
P_{0}^{1} & =y_{1}^{(3)} \\
& =\frac{\dot{u}}{u} y_{1}^{(2)}+\overline{\ln \left(u y_{1}\right)} y_{1}^{(2)}+\dot{\ln u} \dot{y}_{1}-\frac{\dot{\ln \left(u y_{1}\right)}}{\ln u} \dot{y}_{1}-\overline{\dot{\ln \left(u y_{1}\right)} u^{3}}+\dot{u^{3}}+u^{2} y_{1}^{2}
\end{aligned}
$$

For $k=1$, it follows that the number of output that verify condition (7) is given $d_{1}^{1}=1$.

Now, computing the one-form $\omega_{1}^{1}$, which is derived from (8), we obtain

$$
\omega_{1}^{1}=\frac{1}{y_{1}} \mathrm{~d} y_{1}+\frac{2}{u} \mathrm{~d} u
$$

It is clear that $\mathrm{d} \omega_{1}^{1}=0$. Then, this implies that $\mathrm{d} \omega_{1}^{1} \wedge \mathrm{~d} u=0$ and $\mathrm{d} \omega_{1}^{1} \wedge d y_{2}=0$.
Next, for $k=2$, and following the same procedure as above, we compute the one-form $\omega_{2}^{1}$, which is given by

$$
\omega_{2}^{1}=\frac{1}{y_{1}} \mathrm{~d} y_{1}+\frac{1}{u} \mathrm{~d} u
$$

Then, checking the condition of the theorem, it follows that

$$
\mathrm{d} \omega_{1}^{1} \wedge \mathrm{~d} u=0, \quad \mathrm{~d} \omega \wedge \mathrm{~d} y_{2}=0 \text { and } \mathrm{d} \omega_{2}^{1}=0
$$

Given that the conditions of the theorem are verified, now we identify the unknown functions $a_{i, j}$ from the I/O differential equation $P_{a 0}^{1}:=y_{1, a}^{(3)}$.

Now, computing the one-form from the I/O differential equation $P_{a 0}^{1}$, we obtain

$$
\omega_{1}^{1}=\frac{\partial}{\partial \dot{y}_{1}}\left(\frac{\dot{a}_{1,2}(u, y)}{a_{1,2}(u, y)}\right) \mathrm{d} y_{1}+\frac{\partial}{\partial \dot{u}}\left(\frac{2 \dot{a}_{1,1}}{a_{1,1}}+\frac{\dot{a}_{1,2}}{a_{1,2}}\right) \mathrm{d} u .
$$

The above equation allows to compute the functions $a_{1,1}$ and $a_{1,2}$.
Finally, after straightforward computation, we obtain

$$
a_{1,1}=u \text { and } a_{1,2}=y_{1} .
$$

Now, for $i=2$, the corresponding one-form obtained from $P_{0}^{2}=y_{2}^{(2)}$ is given by

$$
\omega_{1}^{2}=\omega_{k_{2}-1}^{2}=\frac{2}{u} \mathrm{~d} u
$$

Similarly, the one-form obtained from the I/O differential equation $P_{a 0}^{2}:=y_{2, a}^{(2)}$, is given by

$$
\omega_{1}^{2}=\frac{\partial}{\partial \dot{u}}\left(\frac{\dot{a}_{2,1}}{a_{2,1}}\right) \mathrm{d} u .
$$

Comparing both one-forms, we can deduce that a solution is

$$
a_{2,1}=u^{2}
$$

Step 2. Computation of $\varphi_{i, j}$.
Now, the components of the vector $\phi_{i}=\operatorname{col}\left(\begin{array}{lll}\varphi_{i, 1} & \ldots & \varphi_{i, k_{i}}\end{array}\right)$ for each subsystem are determined.

For $i=1$ and $r=1$, we have that

$$
\begin{aligned}
P_{1}^{1} & =P_{0}^{1}-F_{3}^{1} \\
& =-\left(\frac{\left.\dot{\ln \left(u y_{1}\right)}\right)}{\ln u \dot{y}_{1}}\right)-\left(\dot{\left.\stackrel{.}{\ln \left(u y_{1}\right)}\right)} u^{3}+\dot{\overline{u^{3}}}+u^{2} y_{1}^{2}\right.
\end{aligned}
$$

Computing the one-form $\bar{\omega}_{1}^{1}$, it is easy to verify that $\bar{\omega}_{1}^{1}=0$, and this implies the function $\varphi_{1,1}=0$.

Now, for $i=1$ and $r=2$, it follows that

$$
P_{2}^{1}=P_{1}^{1}-F_{2}^{1}=P_{1}^{1}
$$

since $F_{2}^{1}=0$. Hence, the one-form $\bar{\omega}_{2}^{1}$ is given by

$$
\bar{\omega}_{2}^{1}=\frac{1}{a_{1,1} a_{1,2}}\left(\frac{u^{3}}{y_{1}}\right) \mathrm{d} y_{1}+u^{2} \mathrm{~d} u
$$

Comparing with following the I/O differential equation

$$
\bar{\omega}_{2}^{1}=\frac{1}{a_{1,2}}\left\{\sum_{j=1}^{d_{1}^{2}} \frac{\partial \varphi_{1,2}}{\partial y_{j}} \mathrm{~d} y_{j}+\frac{\partial \varphi_{1,2}}{\partial u} \mathrm{~d} u-\frac{\varphi_{1,2}}{a_{1,2}}\left(\sum_{j=1}^{d_{1}^{2}} \frac{\partial a_{1,2}}{\partial y_{j}} \mathrm{~d} y_{j}+\frac{\partial a_{1,2}}{\partial u} \mathrm{~d} u\right)\right\}
$$

This implies that $\varphi_{1,2}=u^{2}$.
The last iteration for this output leads to

$$
u y_{1} \varphi_{1,3}=P_{3}^{1}=P_{2}^{1}-F_{1}^{1}=u y_{1}^{2}
$$

Repeating the same procedure for $i=2$, it follows that

$$
P_{1}^{2}=P_{0}^{2}-F_{2}^{2}=2 \frac{\dot{u}}{u}\left(-u y_{1}\right)+u^{2} y_{1}^{2} y_{2}+\dot{u} y_{1}+u \dot{y}_{1}
$$

and the one-form $\bar{\omega}_{1}^{2}$ is given by

$$
\bar{\omega}_{1}^{2}=\frac{1}{u} \mathrm{~d} y_{1}+\frac{1}{y_{1}} \mathrm{~d} u .
$$

By comparison with the I/O differential equation, we obtain that

$$
\varphi_{2,1}=u y_{1}
$$

Second iteration yields

$$
a_{2,1} \varphi_{2,2}=P_{2}^{2}=u^{2} y_{1}^{2} y_{2}
$$

Finally, we obtain $\varphi_{2,2}=y_{1}^{2} y_{2}$.
Then the transformed system is of the form

$$
\begin{align*}
\left(\begin{array}{c}
\dot{z}_{1,1} \\
\dot{z}_{1,2} \\
\dot{z}_{1,3}
\end{array}\right) & =\left(\begin{array}{ccc}
0 & u & 0 \\
0 & 0 & y_{1} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
z_{1,1} \\
z_{1,2} \\
z_{1,3}
\end{array}\right)+\left(\begin{array}{l}
0 \\
u^{2} \\
u y_{1}
\end{array}\right) \\
\binom{\dot{z}_{2,1}}{\dot{z}_{2,2}} & =\left(\begin{array}{cc}
0 & u^{2} \\
0 & 0
\end{array}\right)\binom{z_{2,1}}{z_{2,2}}+\binom{u y_{1}}{y_{1}^{2} y_{2}}  \tag{29}\\
y_{1} & =z_{1,1}, \quad y_{2}=z_{2,1}
\end{align*}
$$

The state coordinate transformation is

$$
\begin{array}{ll}
z_{1,1}=x_{1}, & z_{1,2}=e^{x_{2}}, \quad z_{1,3}=x_{3} \\
z_{2,1}=x_{4}, & z_{2,2}=x_{5} .
\end{array}
$$

The observer for the system (29) is given by

$$
\begin{aligned}
& \left(\begin{array}{c}
\dot{\hat{z}}_{1,1} \\
\dot{z}_{1,2} \\
\dot{z}_{1,3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & u & 0 \\
0 & 0 & y_{1} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\hat{z}_{1,1} \\
\hat{z}_{1,2} \\
\hat{z}_{1,3}
\end{array}\right)+\left(\begin{array}{l}
0 \\
u^{2} \\
u y_{1}
\end{array}\right)+\left(\begin{array}{c}
\psi_{1,1}\left(\hat{z}_{1}\right) \\
\psi_{1,2}\left(\hat{z}_{1}\right) \\
\psi_{1,3}\left(\hat{z}_{1}\right)
\end{array}\right)\left(z_{1,1}-\hat{z}_{1,1}\right) \\
& \binom{\dot{\hat{z}}_{2,1}}{\dot{\hat{z}}_{2,2}}=\left(\begin{array}{cc}
0 & u^{2} \\
0 & 0
\end{array}\right)\binom{\hat{z}_{2,1}}{\hat{z}_{2,2}}+\binom{u y_{1}}{y_{1}^{2} y_{2}}+\binom{\psi_{2,1}\left(\hat{z}_{2}\right)}{\psi_{2,2}\left(\hat{z}_{2}\right)}\left(z_{2,1}-\hat{z}_{2,1}\right)
\end{aligned}
$$

where the observer gains are given by

$$
\begin{aligned}
& \psi_{1,1}\left(\hat{z}_{1}\right)=\frac{b_{4,3}^{1}}{u y_{1}}, \quad \psi_{1,2}\left(\hat{z}_{1}\right)=\frac{b_{4,2}^{1}}{u^{2}}, \quad \psi_{1,3}\left(\hat{z}_{1}\right)=\frac{b_{4,1}^{1}}{u y_{1}} \\
& \psi_{2,1}\left(\hat{z}_{2}\right)=\frac{b_{3,2}^{2}\left(\hat{z}_{2}\right)}{u^{2}}, \quad \psi_{2,2}\left(\hat{z}_{2}\right)=\frac{b_{3,1}^{2}\left(\hat{z}_{2}\right)}{u^{2}}
\end{aligned}
$$

and for the first subsystem, we obtain

$$
\begin{aligned}
K_{1}^{1} & =u, K_{2}^{1}=u y_{1}, g_{1,1}=0, g_{1,2}=u^{2}, g_{1,3}=u y_{1} ; \\
b_{2,1}^{1} & =c_{1,1} \\
b_{3,1}^{1} & =1+c_{1,2}\left(c_{1,1}-\psi_{1,1}\right)-\left(c_{1,1}-\psi_{1,1}\right) \psi_{1,1}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\psi_{1,1}\right) \\
b_{3,2}^{1} & =u\left(c_{1,2}+c_{1,1}\right)+\frac{\mathrm{d} u}{\mathrm{~d} t} \\
b_{4,1}^{1} & =c_{1,1}-\psi_{1,1}+c_{1,3}\left(b_{3,1}^{1}-u \psi_{1,2}\right)-\left(b_{3,1}-u \psi_{1,2}\right) \psi_{1,1}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,1}-u \psi_{1,2}\right) \\
& -\left(b_{3,2}^{1}-u \psi_{1,1}\right) \psi_{1,2}+u y_{1} \frac{\partial g_{3}}{\partial z_{1}}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,2}-u \psi_{1,1}\right) \\
b_{4,2}^{1} & =u+c_{1,3}\left(b_{3,2}^{1}-u \psi_{1,1}\right)+u b_{3,1}^{1} \\
b_{4,3}^{1} & =c_{1,3} u y_{1}+y_{1} b_{3,2}^{1}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(u y_{1}\right) .
\end{aligned}
$$

And for the second subsystem, we have

$$
K_{1}^{2}=u^{2}, \quad g_{2,1}=u y_{1}, \quad g_{2,2}=y_{1}^{2} y_{2}
$$

$$
\begin{aligned}
& b_{2,1}^{2}=c_{2,1} \\
& b_{3,1}^{2}=1+c_{2,2}\left(c_{2,1}-\psi_{2,1}\right)-\left(c_{2,1}-\psi_{2,1}\right) \psi_{2,1}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\psi_{2,1}\right) \\
& b_{3,2}^{2}=u^{2}\left(c_{2,2}+c_{2,1}\right)+\frac{\mathrm{d} u^{2}}{\mathrm{~d} t}
\end{aligned}
$$

## 6. CONCLUSIONS

The observer synthesis for nonlinear systems has been considered in this paper. Based on their equivalence to state affine systems, necessary and sufficient conditions have been given to characterize a class of nonlinear systems which can be transformed into a multivariable state affine form up to input-output injection. For this class of systems a backstepping observer approach has been presented in order to design an observer. Several examples have been given in order to illustrate the proposed methodology.

## APPENDIX A

Let $\mathcal{K}$ the field of meromorphic functions of $a \in \mathbb{R}^{\lambda}$ and $b \in \mathbb{R}^{\rho}$.

$$
\omega \in \operatorname{Span}_{\mathcal{K}(a, b)}\left\{\mathrm{d} a_{1}, \ldots, \mathrm{~d} a_{\lambda}, \mathrm{d} b_{1}, \ldots, \mathrm{~d} b_{\rho}\right\}
$$

Definition A1. A one-form $\omega$ is closed if $\mathrm{d} \omega=0$.

Definition A2. A one-form $\omega$ is exact if there exists a function $\psi(a, b)$ such that $\omega=\mathrm{d} \psi$.

Proposition A3. Any exact one-form is closed.

Lemma de Poincaré A4. Let $\omega$ be a closed one-form of the form

$$
\omega \in \operatorname{Span}_{\mathcal{K}(a, b)}\left\{\mathrm{d} a_{1}, \ldots, \mathrm{~d} a_{\lambda}, \mathrm{d} b_{1}, \ldots, \mathrm{~d} b_{\rho}\right\}
$$

Then $\omega$ is locally exact if and only if $\mathrm{d} \omega=0$.

Theorem A5. Given $\omega$ one-form, there exist a function $\psi$ such that $\operatorname{Span}_{\mathcal{K}}\{\omega\}=$ $\operatorname{Span}_{\mathcal{K}}\{d \psi\}$ if and only if

$$
\mathrm{d} \omega \wedge \omega=0
$$

Theorem A6 (Frobenius Theorem). Let $\mathcal{V}$

$$
\mathcal{V}=\operatorname{Span}_{\mathcal{K}}\left\{\omega_{1}, \ldots, \omega_{n}\right\}
$$

be a subspace of $\mathcal{E} . \mathcal{V}$ is closed if and only if

$$
\mathrm{d} \omega \wedge \omega_{1} \wedge \ldots \wedge \omega_{n}, \text { for any } i=1, \ldots, n
$$

## APPENDIX B

## Proof of Theorem 1.

Necessity.
Assume that there exists a state transformation $z=T(x)$ transforming system $\Sigma$ into system $\Sigma_{\text {affine }}$. Thus, the I/O differential equation of the system $\Sigma, P_{0}^{i}=y_{i}^{\left(k_{i}\right)}$ is equal to $P_{a 0}^{i}:=y_{i a}^{\left(k_{i}\right)}$;

$$
P_{a 0}^{i}=F_{k_{i}}^{i}\left(a_{i, 1}, \ldots, a_{i, n-1}\right)+\Gamma_{0}^{k_{i}-1}\left(a_{i, 1}, \ldots, a_{i, k_{i}-1}, \varphi_{i, 1}, \ldots, \varphi_{i, k_{i}}\right)
$$

Notice that the first term of the right hand does not depends on $\varphi_{i, 1}, \ldots, \varphi_{i, k_{i}}$, and can be written as

$$
\begin{align*}
F_{k_{i}}^{i}\left(a_{i, 1}, \ldots, a_{i, n-1}\right)= & y_{j}^{\left(k_{i}-1\right)} \frac{\mathrm{d} f_{1,1}^{i}}{\mathrm{~d} t}+y_{j}^{(1)}\left\{\frac{\mathrm{d}^{k_{i}-1} f_{j, 1}^{i}}{\mathrm{~d} t^{k_{i}-1}}+\delta_{j, 1}^{i}\right\} \\
& +\sum_{j=2}^{k_{i}-2} y_{j}^{\left(k_{i}-j\right)}\left\{\frac{\mathrm{d}^{j} f_{j, 1}^{i}}{\mathrm{~d} t^{j}}+\delta_{j, 1}^{i}\right\} \tag{30}
\end{align*}
$$

where the $\delta_{j, 1}^{i}(\cdot)$ are functions which depend only on functions $y^{(l)}$ and $u^{(l)}$, with $l<j$. The functions $F_{k_{i}-j}^{i}, j=1, \ldots, k_{i}-1$, have the following form

$$
\left.\begin{array}{r}
F_{k_{i}-j}^{i}=\varphi_{j}^{\left(k_{i}-j\right)}+\left(\begin{array}{lll}
\varphi_{j}^{\left(k_{i}-j-1\right)} & \varphi_{j}^{\left(k_{i}-j-2\right)} & \ldots
\end{array} \varphi_{j}\right.
\end{array}\right)
$$

for $j=1, \ldots, k_{i}-1$; and the function $F_{0}^{i}=\varphi_{k_{i}}$. Then, the I/O differential equation can be written as

$$
P_{a 0}^{i}=y_{i}^{\left(k_{i}-1\right)} \frac{\mathrm{d} f_{1,1}^{i}}{\mathrm{~d} t}+y_{i}^{(1)}\left(\frac{\mathrm{d}^{k_{i}-1} f_{j, 1}^{i}}{\mathrm{~d} t^{k_{i}-1}}\right)+\Delta(\cdot)
$$

where $\Delta(\cdot)=\Gamma_{0}^{k_{i}-1}\left(a_{i, 1}, \ldots, a_{i, k_{i}-1}, \varphi_{i, 1}, \ldots, \varphi_{i, k_{i}}\right)+y_{j}^{(1)} \delta_{j, 1}^{i}$, and $\Delta$ represents to all monomials with a degree less than $k_{i}-2$.

Notice that

$$
\begin{aligned}
\frac{\mathrm{d} f_{1,1}^{i}}{\mathrm{~d} t} & =\frac{\partial f_{1,1}^{i}}{\partial y} \dot{y}+\sum_{l=1}^{m} \frac{\partial f_{l, 1}^{i}}{\partial u_{l}} \dot{u}_{l} \\
\frac{\mathrm{~d}^{k_{i}-1} f_{j, 1}^{i}}{\mathrm{~d} t^{k_{i}-1}} & =\frac{\partial \log a_{i, j}}{\partial y} y^{\left(k_{i}-1\right)}+\sum_{l=1}^{m} \frac{\partial \log a_{i, j}}{\partial u_{l}} u_{l}^{\left(k_{i}-1\right)}
\end{aligned}
$$

Now, let us apply the first step of the algorithm.
For $k=1$, the one-form is given by

$$
\begin{aligned}
\omega_{1}^{i} & =\sum_{j=1}^{d_{i}^{1}} \frac{\partial^{2} P_{a 0}^{i}}{\partial y_{j}^{(1)} \partial y_{j}^{\left.k_{i}-1\right)}} \mathrm{d} y_{j}+\sum_{l=1}^{m} \frac{\partial^{2} P_{a 0}^{i}}{\partial u_{l}^{(1)} \partial y_{j}^{\left(k_{i}-1\right)}} \mathrm{d} u_{l} \\
& =\frac{1}{f_{1,1}^{i}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial f_{1,1}^{i}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial f_{1,1}^{i}}{\partial u_{l}} \mathrm{~d} u_{l}\right\} \\
& =\frac{1}{f_{1,1}^{i}} \mathrm{~d} f_{1,1}^{i}(u, y)
\end{aligned}
$$

Thus, the one-form $\omega_{1}^{i}$ is given by

$$
\mathrm{d} \omega_{1}^{i}=\sum_{q=d_{i}^{1}+1}^{p}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial}{\partial y_{q}}\left(\frac{1}{f_{1,1}^{i}} \frac{\partial f_{1,1}^{i}}{\partial y_{j}}\right) \mathrm{d} y_{q} \wedge \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial}{\partial y_{q}}\left(\frac{1}{f_{1,1}^{i}} \frac{\partial f_{1,1}^{i}}{\partial u_{l}}\right) \mathrm{d} y_{q} \wedge \mathrm{~d} u_{l}\right\}
$$

Then, the conditions of Theorem 1, for $d_{i}^{k}<p$,

$$
\mathrm{d} \omega_{1}^{i} \wedge \mathrm{~d} u=0 \text { and } \mathrm{d} \omega_{1}^{i} \wedge \mathrm{~d} y_{d_{i}^{1}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}=0
$$

are verified directly.
The proof for $2 \leq k \leq k_{i}-1$ follows the same lines as for $k=1$.
Substituting the $a_{i, j}$ functions in $F_{k_{i}}^{i}$ in (30), and from equation (31), $F_{k_{i}-j}^{i}$ verifies

$$
\begin{aligned}
F_{k_{i}-j}^{i} & =\frac{\partial \varphi_{j}}{\partial y} y_{j}^{\left(k_{i}-j\right)}+\sum_{l=1}^{m} \frac{\partial \varphi_{j}}{\partial u_{l}} u_{l}^{\left(k_{i}-j\right)} \\
& -\varphi_{j}\left\{\frac{\partial \log a_{i, j}}{\partial y} y^{\left(k_{i}-j\right)}+\sum_{l=1}^{m} \frac{\partial \log a_{i, j}}{\partial u_{l}} u_{l}^{\left(k_{i}-j\right)}\right\}+\Theta_{k_{i}-j}(\cdot)
\end{aligned}
$$

where the functions $\Theta_{k_{i}-j}(\cdot)$ involves monomials depending on functions $y^{(l)}$ and $u^{(l)}$, with $l<k_{i}-j$.

Applying Step 2 for $r=1, P_{1}^{i}$ is computed as follows

$$
\begin{aligned}
P_{1}^{i} & =P_{0}^{i}-F_{k_{i}}^{i},=y_{i}^{\left(k_{i}\right)}-F_{k_{i}}^{i} \\
& =\frac{\partial \varphi_{1}}{\partial y} y_{i}^{\left(k_{i}-1\right)}+\sum_{l=1}^{m} \frac{\partial \varphi_{1}}{\partial u_{l}} u_{l}^{\left(k_{i}-1\right)} \\
& -\varphi_{1}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial \log a_{i, 1}}{\partial y_{j}} y_{j}^{\left(k_{i}-1\right)}+\sum_{l=1}^{m} \frac{\partial \log a_{i, 1}}{\partial u_{l}} u_{l}^{\left(k_{i}-1\right)}\right\}+\Theta_{k_{i}-1}(\cdot)
\end{aligned}
$$

and set $K_{1}^{i}=a_{i, 1}$.
Computing the one-form $\bar{\omega}_{1}^{i}$ as follows

$$
\begin{aligned}
\bar{\omega}_{1}^{i} & =\frac{1}{K_{1}^{i}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial P_{1}^{i}}{\partial y_{j}^{\left(k_{i}-1\right)}} \mathrm{d} y_{j}+\sum_{l=1}^{m} \frac{\partial P_{1}^{i}}{\partial u_{l}^{\left(k_{i}-1\right)}} \mathrm{d} u_{l}\right\} \\
& =\frac{1}{a_{i, 1}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial \varphi_{1}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial \varphi_{1}}{\partial u_{l}} \mathrm{~d} u_{l}-\frac{\varphi_{1}}{a_{i, 1}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial \log a_{i, 1}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial \log a_{i, 1}}{\partial u_{l}} \mathrm{~d} u_{l}\right\}\right\}
\end{aligned}
$$

Thus, $\bar{\omega}_{1}^{i}=\mathrm{d}\left(\frac{\varphi_{1}}{a_{i, 1}}\right)$, and it is easy to see that the conditions

$$
\mathrm{d} \bar{\omega}_{1}^{i} \wedge \mathrm{~d} u=0 \text { and } \mathrm{d} \bar{\omega}_{1}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}=0
$$

are satisfied. The necessary condition of Theorem 1 is proved for the first iteration. For proving the iterations $r=2, \ldots, k_{i}$, a similar procedure can be followed.

## Sufficiency:

Step 1. Determination of $a_{i, j}$.
Consider the nonlinear system $\Sigma$ and suppose that the conditions

$$
\mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} u=0, \text { and } \mathrm{d} \omega_{k}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}=0
$$

are satisfied. The one-form $\omega_{k}^{i}$ given by

$$
\omega_{k}^{i}=c_{k}^{i} \sum_{j=1}^{d_{i}^{k}} \frac{\partial^{2} P_{a 0}^{i}}{\partial y_{j}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} y_{j}+\sum_{j=1}^{d_{i}^{k}} \sum_{l=1}^{m} \frac{\partial^{2} P_{a 0}^{i}}{\partial u_{l}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} u_{l}
$$

satisfies the above conditions. Then,

$$
\omega_{k}^{i} \in \operatorname{Span}\left\{\mathrm{~d} y_{1}, \ldots, \mathrm{~d} y_{d_{i}^{k}}^{\prime}\right\}
$$

On the other hand, the one-form obtained from the I/O differential equation $P_{a 0}^{i}$, satisfies the following relation

$$
\omega_{k a}^{i}=c_{k}^{i} \sum_{j=1}^{d_{i}^{k}} \frac{\partial^{2} P_{a 0}^{i}}{\partial y_{j}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} y_{j}+\sum_{j=1}^{d_{i}^{k}} \sum_{l=1}^{m} \frac{\partial^{2} P_{a 0}^{i}}{\partial u_{l}^{(k)} \partial y_{j}^{\left(k_{i}-k\right)}} \mathrm{d} u_{l}
$$

Solving the set of $\left(d_{i}^{k}-1\right)$ partial differential equations, it is possible to obtain the $a_{i, j}$ functions. This ends the proof of Step 1.

## Step 2. Determination of $\varphi_{i, j}$.

In order to obtain the functions $\varphi_{i, j}$, we assume the $a_{i, j}$ are known from Step 1, and for $r=1$, replacing the function $a_{i, 1}$, the one-form $\bar{\omega}_{1}^{i}$ is given by

$$
\bar{\omega}_{1 a}^{i}=\frac{1}{a_{i, 1}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial \varphi_{1}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial \varphi_{1}}{\partial u_{l}} \mathrm{~d} u_{l}-\frac{\varphi_{1}}{a_{i, 1}}\left\{\sum_{j=1}^{d_{i}^{1}} \frac{\partial \log a_{i, 1}}{\partial y_{j}} \mathrm{~d} y_{j}+\sum_{l=1}^{m} \frac{\partial \log a_{i, 1}}{\partial u_{l}} \mathrm{~d} u_{l}\right\}\right\}
$$

On the other hand, the one-form $\bar{\omega}_{k}^{i}$ obtained from the I/O differential equation of the nonlinear system $\Sigma$ and the conditions

$$
\mathrm{d} \bar{\omega}_{k}^{i} \wedge \mathrm{~d} u=0 \text { and } \mathrm{d} \bar{\omega}_{k}^{i} \wedge \mathrm{~d} y_{d_{i}^{k}+1} \wedge \cdots \wedge \mathrm{~d} y_{p}=0
$$

allows to conclude that

$$
\bar{\omega}_{1}^{i} \in \operatorname{Span}\left\{\mathrm{~d} y_{1}, \ldots, \mathrm{~d} y_{d_{i}^{k}}\right\}
$$

Then, the $\varphi_{i, j}$ can be determined as follows. Let $z_{i}=\operatorname{col}\left(z_{i, 1} \ldots z_{i, k_{i}}\right) \in \mathbb{R}^{k_{i}}$, for $i=1, \ldots ., p$; and $z_{i, 1}=y_{i}=h_{i}(x)$, where $h_{i}$ is the $i$ th component of the output equation $y=h(x)$.

Now, for $k=2, \ldots, k_{i}$, let be

$$
z_{i, k}=\frac{\dot{z}_{i, k-1}-\varphi_{i, k-1}}{a_{i, k-1}}
$$

which represent the $k_{i}-1$ first dynamics of $\Sigma$.
To compute the last dynamic equation $\dot{z}_{i, k_{i}}$, we note that

$$
y_{i}^{(k)}=z_{i, k+1} K_{k}^{i}+P_{k}^{i}
$$

where

$$
P_{k}^{i}=\varphi_{i, k} K_{k}^{i}+\dot{P}_{k-1}^{i}+z_{i, k} \frac{\mathrm{~d} K_{k}^{i}}{\mathrm{~d} t}
$$

and $a_{i, k_{i}}=0$ by construction and $P_{1}^{i}=\varphi_{i, 1}$.
Thus the last dynamic equation obtained as follows

$$
z_{i, k_{i}}=\frac{\dot{z}_{i, k-1}-\varphi_{i, k_{i}-1}}{a_{i, k_{i}-1}}=\frac{y_{i}^{\left(k_{i}-1\right)}-P_{k_{i}-1}^{i}}{K_{k_{i}-1}^{i}}
$$

Taking the time derivative of the above equation, it follows that

$$
\dot{z}_{i, k_{i}}=\frac{\left(y_{i}^{\left(k_{i}\right)}-\dot{P}_{k_{i}-1}^{i}\right) K_{k_{i}-1}^{i}-\left(y_{i}^{\left(k_{i}-1\right)}-P_{k_{i}-1}^{i}\right) \dot{K}_{k_{i}-1}^{i}}{\left(K_{k_{i}-1}^{i}\right)^{2}}
$$

After substitution of the function $P_{k_{i}-1}^{i}$, one finally gets

$$
\dot{z}_{i, k_{i}}=\varphi_{i, k_{i}}
$$

This ends the proof.

## APPENDIX C

Let be

$$
\begin{equation*}
s_{l+1}=\sum_{i=1}^{l}\left(b_{l+1, i}-K_{l-i} K_{i-1} \psi_{l-i+1}\right) e_{i}+K_{l} e_{l+1} \tag{32}
\end{equation*}
$$

where $s=\operatorname{col}\left(s_{1}, s_{2}, \ldots, s_{l}, s_{l+1}\right), e=\operatorname{col}\left(e_{1}, e_{2}, \ldots, e_{l+1}\right)$.
Now, writing in terms of the estimation error, we obtain

$$
\begin{equation*}
s=M\left(b_{i, j}, \psi_{i}\right) e \tag{33}
\end{equation*}
$$

$$
\begin{align*}
& M\left(b_{i, j}, \psi_{i}\right)= \\
& =\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
=\left(\begin{array}{c}
1
\end{array}\right. & \ldots & 0 \\
b_{2,1}-\psi_{1} & K_{3,2}-K_{1} \psi_{1} & \ldots & 0 \\
b_{3,1}-K_{1} \psi_{2} & b_{4,2}-\left(K_{1}\right)^{2} \psi_{2} & \ldots & 0 \\
b_{4,1}-K_{2} \psi_{3} & \vdots & \ddots & \vdots \\
\vdots & b_{l, 2}-K_{l-3} K_{1} \psi_{l-2} & \ldots & K_{l-1} \\
b_{n, 1}-K_{l-2} \psi_{n-1} & b_{n+1,1}-K_{l-1} \psi_{n} & b_{l+1,2}-K_{l-2} K_{1} \psi_{l-1} & \ldots \\
b_{l+1, l}-K_{l-1} \psi_{1}
\end{array}\right) \tag{34}
\end{align*}
$$

where

$$
K_{r}=\prod_{i=0}^{r} a_{i}
$$

and $a_{0}=1$; the $b_{i, j}=b_{i, j}(z)$ are given by,
for $i=2$

$$
\begin{equation*}
b_{2,1}=c_{1}+\frac{\partial g_{1}}{\partial z_{1}} \tag{35}
\end{equation*}
$$

for $i=3$

$$
\begin{align*}
& b_{3,1}=1+c_{2}\left(b_{2,1}-\psi_{1}\right)+\left(b_{2,1}-\psi_{1}\right)\left(\frac{\partial g_{1}}{\partial z_{1}}-\psi_{1}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{2,1}-\psi_{1}\right)+K_{1} \frac{\partial g_{2}}{\partial z_{1}}  \tag{36}\\
& b_{3,2}=K_{1} c_{2}+a_{1} b_{2,1}+\frac{\mathrm{d} K_{1}}{\mathrm{~d} t}+K_{1} \frac{\partial g_{2}}{\partial z_{2}}
\end{align*}
$$

for $i=4$

$$
\begin{align*}
b_{4,1} & =b_{2,1}-\psi_{1}+c_{3}\left(b_{3,1}-K_{1} \psi_{2}\right)+\left(b_{3,1}-K_{1} \psi_{2}\right)\left(\frac{\partial g_{1}}{\partial z_{1}}-\psi_{1}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,1}-K_{1} \psi_{2}\right) \\
& +\left(b_{3,2}-K_{1} \psi_{1}\right)\left(\frac{\partial g_{2}}{\partial z_{1}}-\psi_{2}\right)+K_{2} \frac{\partial g_{3}}{\partial z_{1}}  \tag{37}\\
b_{4,2} & =a_{1}+c_{3}\left(b_{3,2}-K_{1} \psi_{1}\right)+K_{1} b_{3,1}+\left(b_{3,2}-K_{1} \psi_{1}\right) \frac{\partial g_{2}}{\partial z_{2}}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{3,2}-K_{1} \psi_{1}\right)+K_{2} \frac{\partial g_{3}}{\partial z_{2}} \\
b_{4,3} & =c_{3} K_{2}+a_{2} b_{3,2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(K_{2}\right)+K_{2} \frac{\partial g_{3}}{\partial z_{3}} \\
\text { for } 4 & <i \leq n+1
\end{align*}
$$

$$
\begin{aligned}
b_{i, 1} & =b_{i-2,1}-K_{i-4} \psi_{i-3}+c_{i-1}\left(b_{i-1,1}-K_{i-3} \psi_{i-2}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{i-1,1}-K_{i-3} \psi_{i-2}\right) \\
& +\sum_{k=1}^{i-2}\left(b_{i-1, k}-K_{i-3} \psi_{i-k-1}\right)\left(\frac{\partial g_{k}}{\partial z_{1}}-\psi_{k}\right)+K_{i-2}\left(\frac{\partial g_{i-1}}{\partial z_{1}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& b_{i, j}=b_{i-2, j}-K_{i-j-3} K_{j-1} \psi_{i-j-2}+K_{i-2}\left(\frac{\partial g_{i-1}}{\partial z_{j}}\right)+a_{j-1} b_{i-1, j-1} \\
& +c_{i-1}\left(b_{i-1, j}-K_{i-j-2} K_{i-2} \psi_{i-j-1}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{i-1, j}-K_{i-j-2} K_{j-1} \psi_{i-j-1}\right) \\
& +\sum_{k=j}^{i-2}\left(b_{i-1, k}-K_{i-k-2} K_{k-1} \psi_{i-k-1}\right)\left(\frac{\partial g_{k}}{\partial z_{1}}\right) \\
& b_{i, i-2}=K_{i-3}+c_{i-1}\left(b_{i-1, i-2}-K_{i-3} \psi_{1}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(b_{i-1, i-2}-K_{i-3} \psi_{1}\right) \\
& \quad+a_{i-3} b_{i-1, i-3}+\left(b_{i-1, i-2}-K_{i-3} \psi_{1}\right)\left(\frac{\partial g_{i-2}}{\partial z_{i-2}}\right)+K_{i-2}\left(\frac{\partial g_{i-1}}{\partial z_{i-2}}\right) \\
& \quad b_{i, i-1}=K_{i-2} c_{i-1}+a_{i-2} b_{i-1, i-2}+K_{i-2}\left(\frac{\partial g_{i-1}}{\partial z_{i-1}}\right)+\frac{\mathrm{d}}{\mathrm{~d} t} K_{i-2}
\end{aligned}
$$

When $l=n$, where $n$ is the dimension of the system, it is easy to see that

$$
\begin{equation*}
s_{n+1}=\sum_{i=1}^{n}\left(b_{n+1, i}-K_{n-i} K_{i-1} \psi_{n-i+1}+K_{n-1}\left(\frac{\partial f_{n}}{\partial z_{i}}\right)\right) e_{i} \tag{38}
\end{equation*}
$$

In order to determine the gains of the observer we make the last above equation equal to zero, i.e.

$$
b_{n+1, i}-K_{n-i} K_{i-1} \psi_{n-i+1}+K_{n-1}\left(\frac{\partial f_{n}}{\partial z_{i}}\right)=0, \quad \text { for } i=1, \ldots, n
$$

Then, it follows that

$$
\psi_{n-i+1}=\frac{b_{n+1, i}}{K_{n-i} K_{i-1}}+\frac{K_{n-1}}{K_{n-i} K_{i-1}}\left(\frac{\partial f_{n}}{\partial z_{i}}\right), \quad \text { for } i=1, \ldots, n
$$

or equivalently

$$
\begin{equation*}
\psi_{j}=\frac{b_{n+1, n-j+1}}{K_{n-j} K_{j-1}}+\frac{K_{n-1}}{K_{n-j} K_{j-1}}\left(\frac{\partial f_{n}}{\partial z_{n-j+1}}\right), \quad \text { for } j=1, \ldots, n \tag{39}
\end{equation*}
$$

## ACKNOWLEDGEMENT

The authors are indebted to an anonymous reviewer for his helpful comments which allow to improve the exposition of our results.

## REFERENCES

[1] G. Besançon, G. Bornard, and H. Hammouri: Observers synthesis for a class of nonlinear control systems. European J. Control (1996), 176-192.
[2] K. Busawon, M. Farza, and H. Hammouri: Observers' synthesis for a class of nonlinear systems with application to state and parameter estimation in bioreactors. In: Proc. 36th IEEE Conference on Decision and Control, San Diego, California 1997.
[3] K. Busawon and M. Saif: An Observer for a class disturbance driven nonlinear systems. Appl. Math. Lett. 11 (1998), 6, 109-113.
[4] G. Conte, C. H. Moog, and A. M. Perdon: Nonlinear Control Systems - An algebraic setting. Springer-Verlag, Berlin 1999.
[5] S. Diop: Elimination in control theory. Math. Control Signals Systems 4 (1991), 17-32.
[6] S. Diop and M. Fliess: On nonlinear observability. In: Proc. European Control Conference (ECC'91), Grenoble 1991.
[7] J. P. Gauthier and G. Bornard: Observability for any $u(t)$ of a class of nonlinear systems. IEEE Trans. Automat. Control 26 (1981), 922-926.
[8] J. P. Gauthier and I. Kupka: Observability and observers for nonlinear systems. SIAM J. Control Optim. 32 (1994), 4, 974-994.
[9] A. Glumineau, C. H. Moog, and F. Plestan: New algebro-geometric conditions for the linearization by input-output injection. IEEE Trans. Automat. Control 41 (1996), 598-603.
[10] H. Hammouri and Gauthier: Global time varying linearization up to output injection. SIAM J. Control Optim. 30 (1992), 1295-1310.
[11] H. Hammouri and J. De Leon Morales: Observer Synthesis for state affine systems. In: Proc. 29th IEEE Conference on Decision and Control, Honolulu 1990, pp. 784-785.
[12] W. Kang and A. J. Krener: Nonlinear asymptotic observer design: A backstepping approach. In: AFOSR Workshop on Dynamics Systems and Control, Pasadena, California 1998.
[13] A. J. Krener and A. Isidori: Linearization by output injection and nonlinear observers. Systems Control Lett. 3 (1983), 47-52.
[14] V. López-M., J. de Léon Morales, and A. Glumineau: Transformation of nonlinear systems into state affine control systems and observer synthesis. In: IFAC CSSC, Nantes 1998, pp. 771-776.
[15] V. López-M., F. Plestan, and A. Glumineau: Linearization by completely generalized input-output injection. Kybernetika 35 (1999), 6, 793-802.
[16] F. Plestan and A. Glumineau: Linearization by generalized input output injection. Systems Control Lett. 31 (1997), 115-128.
[17] I. Souleiman and A. Glumineau: Constructive transformation of nonlinear systems into state affine MIMO form and nonlinear observers. Internat. J. Control. Submitted.
[18] H. Nijmeijer and T.I. Fossen (eds.): New Directions in Nonlinear Observer Design (Lecture Notes in Control and Inform. Sciences 244). Springer-Verlag, Berlin 1999.
[19] A. J. Van der Schaft: Representing a nonlinear state space system as a set of higher order differential equations in the inputs and outputs. Systems Control Lett. 12 (1989), 151-160.
[20] X. H. Xia and W. B. Gao: Nonlinear observer design by observer error linearization. SIAM J. Control Optim. 1 (1989), 199-216.

Prof. Dr. Jesus de Leon Morales, University of Nuevo Leon, Department of Electrical Engineering, P. O. Box 148-F, 66450, San Nicolas de Los Garza; Nuevo Leon. Mexico. e-mail: jleon@ccr.dsi.uanl.mx

Dr. Ibrahim Souleiman, Dr. Alain Glumineau, and Dr. Gerhard Schreier, IRCCyN: Institut de Recherche en Communications et Cybernétique de Nantes, UMR CNRS 6597, Ecole Centrale de Nantes, BP 92101,1 Rue de la Noë, 44312 Nantes Cedex 3. France. e-mail: glumineau@irccyn.ec-nantes.fr


[^0]:    *This work was supported by CONACYT-MEXICO 26498-A.
    ${ }^{\dagger}$ Corresponding author.

