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KYBERNETIKA — VOLUME 41 (2005), NUMBER 6, PAGES 677-698 

ON THE OPTIMAL NUMBER OF CLASSES 
IN THE PEARSON GOODNESS-OF-FIT TESTS 

DOMINGO MORALES, LEANDRO PARDO AND IGOR VAJDA 

An asymptotic local power of Pearson chi-squared tests is considered, based on convex 
mixtures of the null densities with fixed alternative densities when the mixtures tend to the 
null densities for sample sizes n —> 00. This local power is used to compare the tests with 
fixed partitions V of the observation space of small partition sizes \V\ with the tests whose 
partitions V = Vn depend on n and the partition sizes \Vn\ tend to infinity for n —* 00. 
New conditions are presented under which it is asymptotically optimal to let \V\ tend to 
infinity with n or to keep it fixed, respectively. Similar conditions are presented under 
which the tests with fixed \V\ and those with increasing \Vn\ are asymptotically equivalent. 

Keywords: Pearson goodness-of-fit test, Pearson-type goodness-of-fit tests, asymptotic local 
test power, asymptotic equivalence of tests, optimal number of classes 
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1. INTRODUCTION 

Let X\,..., Xn be independent real valued random observations distributed by an 
unknown probability distribution P. The hypothesis that this distribution is a given 
Q is frequently tested by the Pearson chi-squared test based on the statistic 

Tn = nx2(Pn, Q\ V) = n £ ^ ^ ' f ^ • (1-1) 

Here Pn is the empirical distribution defined by means of the relative frequencies 

V is a partition of the range of AVs into \V\ intervals where 1 < \V\ < oo, and 
X2{Pn,Q\V) is a special case of the xa-divergence defined for arbitrary probability 
measures /i, v and a > 1 by the formula 

л а 

áä _ i 
di/ L xa{^) = \ E". 

I oo otherwise 

iíti«u ( 1 3 ) 
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in Vajda [15]. Prom this formula we obtain the xa-divergences 

Xa(»,v) = Xa(P,Q)= [l-^fdx, o > l , (1.4) 

when ji = P,v = Q are absolutely continuous on the real line with densities p, q and 

X%H,v) = xa(P,QW) = £ | P ( Q )
( ; ) g . y r , « > - , (1.5) 

when /x, iv are restrictions of P, Q on the algebra generated by an interval partition 
V of the real line. It is known that for every a > 1 

xa(P,Q\V)<x
a(P,Q) (1.6) 

and 
X0(-°,Q|P) - Xa(P,Q) if maxQ(A) -> 0 (1.7) 

(cf. Vajda [16] or Berlinet and Vajda [1]). 
We see that the Pearson statistic (1.1) measures the fit between the observations 

and the hypothesis by the x2-divergence of the empirical distribution Pn and the 
hypothetic distribution Q observed on a partition V. In applications of this test, the 
most sensitive point is the choice of the interval partition V because the difference 
between 

n in fx 2 (Pn ,Q |P ) and nsup X
2(Pn, Q| P) 

v V 
is usually infinite. The classical rules mentioned e. g. in the monograph of Green
wood and Nikulin [5] consider the Q-equiprobable partitions V and recommend 
V = Vn depending on the sample size n where the number of intervals \Vn\ in
creases with n —> co at a rate smaller than ^sfn. For example, the rule of Mann and 
Wald [10] proposes | P n | = n2 /5 . However, simulation studies demonstrated that for 
particular alternatives the powers of the tests with Q-uniform V and small fixed 
values of \P\ may be much better than those of the tests with Q-uniform V and 
\P\ = \Vn\ tending to infinity as n —> oo. 

This paradox was resolved by Kallenberg et al. [8] who assumed that the power 
of the test with V = Vn at a fixed alternative P is reflected by the asymptotic local 
power (ALP) of the same test at the local alternatives 

Pn = (l-en)Q + enP (1.8) 

when n —> oo and en [ 0. 
Notice that the observations (X\,...,Xn) form under the alternatives (1.8) a 

triangular scheme which can be written as (X[n\ ... ,Xn). Kallenberg et al. [8] 
considered the situation where P, Q are absolutely continuous with densities p, q and 
the sequence pn = nen is bounded away from 0 and oo, i. e. 

0 < lim inf pn < lim suppn < oo. (1.9) 
n—>oo n—>oo 
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This means that en tends to zero with the rate 1/y/n as n —• oo. The main theoretic 
result stated that if the statistical model {P, Q} satisfies some regularity conditions 
then the solution of the problem of asymptotically optimal partitions for the Pearson 
test depends on the values of the xa-divergence xa(P> Q) f° r a from a neighborhood 
of a = 4/3. Namely, if xa(P->Q) < °° f° r some a > 4/3 then the above introduced 
ALP is highest for a fixed V with small \V\, while if y?(P, Q) = oo for some a < 4/3 
then the ALP is highest for V = Vn with \Vn\ —> oo for n —> oo. 

This paper completes and extends the results of Kallenberg et al. [8]. It differs 
mainly in the following three aspects. 

(I) It proves a similar characterization of the asymptotic optimality of partitions, 
but with the xa-divergence (1.4) replaced by the moment generating function 

Ma(P, Q) = j - J ^ - drr = EQ (exp{aF}), a > 1 (1.10) 

of the log-likelihood ratio Y = \n(p/q). The corresponding results are in Theorems 
3.1 and 3.3 of Section 3. The advantage of this new characterization is that the mo
ment generating functions Ma(P, Q) are more familiar than the divergences xa(-°> Q)-
Moreover (see e. g. pp. 42-43 in Liese and Vajda [9]), the values of Ma(P, Q) can be 
explicitly evaluated for all statistical models {P, Q} from general exponential fami
lies. This cannot be said about the values of xa(P^Q) for a ¥" 2- For example, the 
normal distributions P, Q with means /ii ^ P2 and variance a2 lead to the simple 
moment generating function 

Ma(P, Q) = exp ia(a - l)^l~J^ } , a G R 

while the divergence xa(P^Q) h a s n o closed form for 1 < a < 2 or any a different 
from the even integers 2 ,4 ,6 , . . . 

(II) The paper presents detailed versions of the proofs sketched in Kallenberg et 
al. ([8]. In particular, the application of the general theorem of Morris [14] in the 
problem under consideration represents a nontrivial step. 

(III) It extends the results of Kallenberg et al. [8] to the situations where the 
alternatives P are emphasized less or more than in (1.9) in the sense that 

lim pn = 0 or lim pn = oo 
n—•oo n—»-oo 

respectively. Application of the theorem of Morris [14] in these extremal situations 
is more delicate than under (1.9). 

Note that instead of (1.9) we in fact suppose 

lim pn = pG (0,oo). (1.11) 
n—•oo 

The analysis is under (1.11) simpler and the results obtained in this case automati
cally extend to the case (1.9). This means that Theorems 3.1 and 3.3 consider the 
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asymptotic domination of the Pearson statistics Tn(P) over Tn(Pn) (cf. (1.1)) and 
vice versa under both (1.11) and (1.9) and, moreover, they extend these relations 
also to the situations where limn pn = p G {0, oo}. But this paper introduces also the 
asymptotic equivalence of the statistics Tn(P) and Tn(Pn) and formulates Theorem 
3.2 about this equivalence when p = oo and p = 0 

We think that the additional attention paid to the results of Kallenberg et al. 
[8] is meaningful because these results were not marginalized by the more recent 
research in this area ( see e. g. in Inglot and Janic-Wroblewska [7] and references 
therein). 

Let us add a technical remark that the proofs of all auxiliary results of this paper 
(called Propositions) are deferred to the Appendix. Let us also note that the end of 
Section 3 mentions extensions of some of the above discussed results to some non-
Pearson statistics Tn(P) and Tn(Pn) considered e. g. by Drost et al. [2], Menendez et 
al. [13] or Mayoral et al. [11]). Section 4 discusses practical statistical consequences 
of the results considered in the present paper. It also provides arguments in favour 
of the partitions P which in the class with fixed \P\ maximize the x2-divergence 

x2(p,Q\n 

2. BASIC CONCEPTS AND AUXILIARY RESULTS' 

We consider two different probability measures P and Q on the Borel-measurable 
space (X,B) where X C R is an interval. We assume that P, Q are absolutely 
continuous w.r.t. the Lebesgue measure denoted by A, with the densities 

d P , dQ 
p = _ a n d , - _ 

and we suppose q = q (x) > 0 everywhere on X. Therefore we have P <C Q (absolute 
continuity). 

By x2(P> Q) w e denote the Pearson divergence of P and Q, 

x*(P)Q) = J(P-jLd\e[0,oo) (2.1) 

and by P we denote finite partitions of X into \P\ intervals. 

Definition 2 .1 . A partition P is said (P, Q)-regular if it is Q-uniform and the 
restrictions Pv, Qv of P , Q on the algebra A(P) C B generated by P do not 
coincide, i. e. if 

QW-fc and ̂ l W S g f f l y ! _ > » (2.2) 

where x2(P>Q\P) -s the Pearson divergence restricted to P. 

If Pv, Qv and Xv are restrictions of P,Q and A on the cralgebra A(P) C B 
generated by P then Pv, Qv < Xv and x 2 (P ,Q |P ) is the Pearson divergence of 
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PV, QV, i.e., 

x2(Pv,Qv) = x2(P,Q\V)> 

Notice also that the second condition in (2.2) implies \V\ > 1. 

Definition 2.2. A sequence Vn, n = 1,2,... , of partitions of X into \Vn\ intervals 
is (P,Q)-regular if each partition Vn is (P,Q)-regular and \Vn\ increases to oo, i.e. 

lim \Vn\ = oo, (2.3) 
n—>oo 

but not too fast in the sense that 

\Vn\ = 0(y/ri) as n -> oo. (2.4) 

By Theorem 30.B of Halmos [6], the assumed absolute continuity P <^Q implies 
that Q(An) —> 0 only if P(An) —* 0. Hence (2.3) implies for regular sequences of 
partitions Vn 

max P(A) -* 0 (2.5) 
-4€7-n 

and, consequently, 

£ (P(A) + Q{A)f < 2 ( max P(A) + ^ ) - 0. 

Prom here and from (2.2) with V replaced by Vn we get 

X2(P,Q\Pn) = \Pn\ E (P(-4)+Q(-4))2 = o(|Pn |) (2.6) 

as n —> oo. Moreover, for regular sequences of partitions Vn 

HmX
2(P,Q\Vn) = X2(P,Q)- (2-7) 

n—>oo 

This follows from Theorem 2 in Vajda [16] when x2(P,Q) € (0>°°)> or from Theo
rem 1 in Berlinet and Vajda [1] when x2(P,Q) = °°> respectively. 

The distribution Q represents a hypothesis tested against the local alternatives 

Pn = (l-en)Q + enP (2.8) 

on the basis of random observations x[n\ . . . , Xn
n) i.i.d. by Pn for a given sequence 

en e (0,1) with lim en = 0. (2.9) 
n—>oo 

In what follows we use the sequences 

Pn = ne2
n (2.10) 
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and 
„ __ PnX2(P,Q\-Pn) , . Mn" vm ' ( } 

We restrict ourselves to sequences en and Vn such that 

lim pn = p for some p G [0, co] (2.12) 
n—•oo 

and 
lim fin = /i for some /i G [0, col. (2.13) 

n—>oo 

The main attention we pay to the classical Pearson statistic 

Tn (V) = nX
2(Pn, Q\ V), n = 1,2,... (2.14) 

where 
P« = ^ E < V > (2-15) 

i=i 

is the empirical distribution on (X, B) with the mass uniformly distributed at the 
observation points and V is a fixed nontrivial partition not depending on the sample 
size n = 1,2,... However, we are also interested in the alternative Pearson test 
statistics Tn (Vn) defined by standard sequences of partitions Vn, 

Tn (Vn) = nX
2(Pn, Q\ Vn), n = 1,2,... (2.16) 

As mentioned above, we shall consider also the extensions of the statistics obtained 
by replacing the Pearson x2-divergence in (2.14), (2.16) by alternative divergence 
measures, see the end of Section 3. 

In accordance with Kallenberg et al. [8], we believe that the preferences between 
the statistics Tn (V) and Tn (Vn) when these are used in testing of 

n : Q against An : Pn (2.17) 

extrapolate in some sense also to the situation where these statistics are used to test 

n : Q against An : P- (2.18) 

Preferences between the statistics Tn (V) and Tn (Vn) in the problem (2.17) are 
rigorously specified in the following definitions. 

Definition 2.3. Let (^(a) or cn(a) be the asymptotically a-size critical values of 
the statistic Tn (V) or Tn (Vn), respectively, i. e. 

lim P (Tn (V) > Cn(a)) = a, lim P (Tn (Vn) > cn(a)) = a, a e (0,1), 
n—>oo n—»oo 

when P = Q. Then the asymptotic local test powers corresponding to these statistics 
are defined for every a G (0,1) as follows 

7r(a) = 1 - lim sup P (Tn (V) < cn(a)) 
n—•oo 

and 
7r*(a) = 1 - lim sup P (Tn (Vn) < cn(a)). 
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Definition 2.4. The statistic Tn (V) is asymptotically better than Tn (Vn) for the 
given sequence en (in symbols Tn (V) y Tn (Vn)) if 7r(a) > 7r*(a) for all a € (0,1). 
The reversed inequality defines the preference relation Tn (Vn) £ Tn (V). If 7r(a) = 
7r*(a) for all a e (0,1) then we write Tn (V) « Tn (Vn) and say that the statistics 
Tn (V) and Tn (Vn) are asymptotically equivalent for a given sequence en. 

Convention. Unless otherwise explicitly stated, the convergences —» and the asymp
totic expressions o(.) and 0(.) are considered for n —> oo. 

3. MAIN RESULTS 

In this section we evaluate and compare the asymptotic local powers IT (a) and 
7r* (a) of the Pearson statistics Tn (V) and Tn (Vn). The powers are evaluated using 
the limit laws presented in the following two propositions. Remind that there, as 
in the rest of the paper, the observations are assumed to form triangular schemes 
distributed by the probability laws (1.8) (see also(2.8)) satisfying (2.12) and (2.13). 

In the first proposition $fc(x) stands for the distribution function of the x2-
distributed random variable with k > 1 degrees of freedom and $^"1(a) denotes the 
corresponding a-quantile. Further, by <-?fc,m(-c) we denote the distribution function 
of the noncentral x2 with k > 1 degrees of freedom and noncentrality m > 0. It 
holds $>k,o(x) = $k(%) and, more generally, 

C O A 

mr *h,m(x) = e" m ^ — $fc+2i(x), x e (0, oo), m > 0. (3.1) 
i=0 

Remind that the proofs of all propositions are deferred to the Appendix. 

Proposition 3.1. Let Tn (V) be the Pearson statistic for a (P, Q)-regular partition 
V. Then for every x eR 

P(Tn(7')<x)-.{^l-1^2^l7'>(a;) !| J ^ 0 0 * (3.2) 

where p is given by (2.12). 

By this proposition, c(a) = $f^1|_1(l — a) is the critical value of the statistic 

Tn (V) for the asymptotic test size a G (0,1). This means that 

1 - nlim P (Tn (V) < * j ^ h l ( l - a ) ) 

is the asymptotic power IT (a). Hence (3.2) implies the following. 
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Corollary 3.1. The asymptotic local power of Tn (V) is given for all a G (0,1) by 
the formula 

{ a if p = 0 

1 - $\v\-iiPxHP,Q\v)($w-i(l ~ <*)) if pe (0,oo) (3.3) 
1 if p = oo. 

In what follows we denote by $(x) the standard normal distribution function and 
by $~l(a) the corresponding a-quantile. We also consider the condition 

en = 0 ( 1 / v W ) . (3.4) 

Notice that this condition imposes no restriction on en when p G [0, oo) because in 
this case (3.4) is automatically fulfilled. Indeed, by (2.10) and (2.12), p G [0,oo) 
implies 

en = 0(1/y/n) 

and by (2.4) this is stronger than (3.4).The condition (3.4) represents a restriction 
on en only when p = oo. 

Proposition 3.2. Let Tn(Vn) be the Pearson statistic for a (P,Q)-regular se
quence of partitions Vn leading to a limit \x considered in (2.13). If (3.4) holds then 
for all x G R 

p(Tn(Vn)-\Vn\ \ (^(x-fi/y/2) if/iG[0,co) ( . 

V x/2|^J J I 0 if /i = oo K ' J 

unless p = \x = oo. 

We see that under the assumptions of Proposition 3.2 

<(a) = \Vn\ + y/2\Pn\*-1 (1 - a) (3.6) 

are critical values of the statistic Tn (Vn) for the asymptotic test sizes a € (0,1). 
Thus 

! - ,im P (ZklMzJ^ < . - { I - a)) = Urn P (T^z£A < , - . ,„:) 

are the corresponding test powers ir(a). The limit law (3.5) implies the following 
assertion. 

Corollary 3.2. If the assumptions of Proposition 3.2 hold then the asymptotic 
local power of Tn (Vn) is given for all a G (0,1) by the formula 

*•(<*) = { 
a if џ = 0 

Ф(-73 + Ф-Ҷa)) i t > € ( 0 , o o ) (3.7) 

1 Іf Џ = 00. 
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The table given below summarizes the preference relations which can be drawn 
directly from Corollaries 3.1 and 3.2. The preference in the row for p e (0,oo) and 
fi = 0 is drawn with the help of the inequalities $kyP (x) < $k (x) which follow for 
every p > 0 and x G (0, co) from (3.1) and from the monotonicity of <&fc (x) in the 
variable fc = 1,2,... 

Table. Asymptotic preferences between the Pearson statistics for fixed nontrivial 
partitions V and (P, Q)-regular sequences of partitions Vn when the alternatives 

are specified by sequences en satisfying (2.9), (2.12) and (2.13). 

Values of p 

oo 

Values of џ Preferences Values of p 

oo [0,oo) Tn(V) У Tn(Vn) 

(0,oo) 

0 Tn(V) У Tn(Vn) 

(0,oo) (0,oo) 
Tn(V) £ Tn(Vn) if for к = \V\-l and all а Є (0,1) 

Фk,PxHPQW) (Фfc Ҷ l ~ «)) < Ф (Ф-Ҷl - а) - /z/ч/2) (0,oo) (0,oo) 

Tn(Vn) '£ Tn(V) if for к = \V\ - 1 and all а <E (0,1) 

Ъk,PxЧP,QW) (Фfc Ҷ l " " ) ) > Ф (Ф-Ҷl - <*) - ß/V2) 

(0,oo) 

oo Tn(Vn) y Tn(V) 

0 (0,oo] Tn(Vn) y Tn(V) 0 

0 Tn(Vn) ã Tn(V) 

In the rest of this section we find conditions on models {P, Q} and sequences 
£n, Vn under which the preference relations of the Table take place. A key to the 
conditions are the following two definitions and the related propositions. They deal 
with the moment generating function 

Ma(P,Q)= fexp{a\np/q}dQ= J (-) dQ, o G R , (3.8) 

of the log-likelihood ratio. The Holder inequality implies Ma(P, Q) < 1 for a G [0,1], 
but for a > 1 the function Ma(PyQ) may be infinite. Note that the standardized 
moment generators 

D.lP,Q)-*'l™-1..*0,aiЧ, 
a(a — 1) 

(3.9) 

are usually called power divergences of P, Q. The remaining power divergences 
Do (P, Q) and D\ (P, Q) are obtained by continuous extension of (3.9) from the 
right and left, respectively (see Proposition 2.14 in Liese and Vajda [9]). It is easy 
to see that Ma(Q, P) = M i _ a (P, Q) and that D2 (P, Q) = X 2 ( ^ Q)/2. 

Definition 3.1. The critical power a (P, Q) £ [1, oo] of distributions P, Q is defined 

by 
a (P, Q) = sup {a G E : Ma (P, Q) < oo} . 
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Thus the critical power a (P, Q) separates the powers of the finite power divergences 
of P, Q from the powers of the infinite power divergences of P, Q. It is the maximal 
power at which the power divergence of P, Q may still be finite. 

Proposition 3.3. Let a = a(P, Q) > 1 be the critical power of P,Q and Vn a 
(P, Q)-regular sequence of partitions. Then 

XH™jb
Vn) - 0 *- b>bo (3.10) 

\rn\ 

for 60 = (2 — a)/a G (-1,1] if a G [1, oo) and b0 =lima_^oo(2 - a)/a = - 1 if a = oo. 

In the following definition we consider the function 

' < " > = « • " ^ 

where G~~l (y) is the quantile function of the distribution Q (the inverse of the 
distribution function G(x) = Q((—oo,x)) being by assumption increasing on the 
interval X ).Note that the conditions formulated in this definition and an assertion 
equivalent to the following proposition were first presented in Kallenberg et al. [8]. 

Definition 3.2. We say that the model {P, Q} is regular if / (y) can be continu
ously extended on [0,1] with the extension being bounded except in neighborhoods 
of finitely many points. If it is not bounded in a right (left) neighborhood of y G [0,1] 
then it is assumed that h(t) = f(y + 1/t) (or h(t) = f(y — 1/t)) varies regularly at 
infinity. This means that for sufficiently large t > 0 and some ft G R 

h(t) = t(3g(t) (3.11) 

where g(t) varies slowly at infinity in the sense 

lim —V-r- = 1 for any a > 0. 
t-oo g(t) 

Proposition 3.4. Let the model {P,Q} be regular with the critical power a = 
a (P, Q), and let Vn be a (P, Q)-regular sequence of partitions. Then 

x'WqWJ^,. „ b<b0 (3.12) 
Pnf 

for bo defined in Proposition 3.3. 

Put xn(
pi Q\ Vn) = Xn fo

r a (-P* Q)-regular sequence Vn and define c0 = (4/3 - a) 
/ (2a/3) for a = a (P, Q). Since a G [1, oo], it holds Co G [-3/2,1/2] where Co = - 3 / 2 
if a = oo. By (2.11) and Propositions 3.3 and 3.4, 

Mn PnXl 1 / 0 ifOco 
Pn \Pn\C y/~~~\ Pn \Vn\C \ OO if C < CQ 
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where the convergence to oo is justified only for the regular models {P, Q} • Hence 

(pn \Vn\
c -> 0 for some c > en) =4> pn -> 0 (3.13) 

for arbitrary models {P,Q} and 

(Pn |Pn|° ~* °° f° r S O m e c < co) => Mn —̂  OO (3-14) 

for the regular models {P, Q} . 
The main results of this paper are the following three theorems. In the proofs 

we use the property | P n | —> oo of regular sequences of partitions introduced in 
Definition 2.2. 

Theorem 3 .1 . Let P b e a (P, Q)-regular partition and Vn a sequence of (P, Q)-

regular partitions. If p G (0,oo) then Tn(V) y Tn(Vn) provided a = a(P,Q)> 4/3, 
i.e. provided en = (4 — 3a)/2a is negative. This assertion remains valid also when 
p = oo under the additional conditions (3.4) and 

Pn|Pn|c -> 0 for some c > CQ = (4 - 3a)/2a. (3.15) 

P r o o f . If a > 4/3 then en < 0. Therefore, if pn -> p G (0, oo) then pn \Vn\
c -> 0 

for all 0 > c > Co and, by (3.13), \in -> M = 0. The desired relation Tn(P) £ T n(P n) 
follows from the row p G (0, oo), p, = 0 of the Table. If p n —> p = oo then (3.15) and 
(3.13) imply pn —> /x = 0 and the desired relation Tn(P) >̂  Tn(Vn) follows from the 
row p = oo, p G [0, oo) of the Table. • 

Theorem 3.2. Let P be a (P, Q)-regular partition and Vn a sequence of (P, Q)-
regular partitions. If p = 0 then Tn(V) w Tn(Vn) as soon as a = a(P,Q) > 4/3. 
This statement remains valid also in the models with a = a(P,Q) < 4/3, i.e. with 
Co = (4 — 3a)/2a nonnegative, provided the partitions satisfy the condition (3.15). 

P r o o f . Let P n , {P,Q} be as assumed in the theorem, and let pn —» 0. If 
a > 4/3 then, similarly as in the previous proof, Co < 0 and pn \Vn\

c —* 0 holds 
for all 0 > c > Co. Therefore (3.13) implies /xn -* 0 and the desired equivalence of 
Tn(V) and Tn(Vn) follows from the row p = 0, p = 0 of the Table. If a < 4/3 then 
Co > 0 and (3.15) together with (3.13) implies pn —> 0 and the rest is the same as 
before. This completes the proof. • 

Theorem 3.3. Let V be a (P, Q)-regular partition and P n a sequence of (P, Q)-

regular partitions. If p G (0,oo) then Tn(Vn) y Tn(V) provided the model {P,Q} 
is regular and a = a(P,Q) < 4/3. This statement remains valid also when p = 0 
provided the partitions P n satisfy the additional condition 

Pn|Pn| c -+oo for some c < CQ = (4 - 3a)/2a. (3.16) 
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P r o o f . If a < 4/3 then en = (4/3 - a) / (2a/3) > 0. The assumption pn -> 
p G (0,oo) implies pn\Vn\

c —» co for all 0 < c < en. Therefore (3.14) implies 

\xn —> n = oo and the desired preference Tn(Vn) y Tn(V) follows from the row 
p G (0,oo), /i = oo of the Table. If pn -> p = 0 then (3.16) together with (3.14) 
implies / in —• /i = oo and the desired preference follows from the row p = 0, 
\i G (0, oo] of the Table. • 

Theorems 3.1-3.3 present sufficient conditions for all combinations of values of 
the limits p and p considered in the Table (and for the preferences corresponding 
to those combinations) except the case where p G (0, co) and p G (0, oo), i. e. where 
both these limits are non-zero and finite. In this case we face the problem to compare 
the functions 

F» (a) = $ (fc-1 (1 - a) - /x/\/2) 

and 

ft^W-5**,^^**1 (!-«)) 
where 

* - P » . | - l and « = ^ | Z > . 

i.e. where the parameter k represents the information about the number of intervals 
in the partition V and pk summarizes the information about the limit p and about 
the Pearson divergence of P, Q achieved on V. The approximations 

$fc,m « * ( X ~ l l m ) , ^ (a) « k + Vtk*-1 (a) 

lead to the approximate formula 

-vfc,« («) * * ( $ _ 1 ( - - « ) - Mfc/V^) • 

Therefore the preference Tn(V) >- T n (P n ) can be expected if 

„ px2{p,Qm 
"k~ vm >M 

and the reversed preference Tn(Pn) >̂  Tn(P) can be expected if this inequality 
is reversed. The figure given below presents the curves F2 (<*), - F ^ i / ^ (a) and 

Fkl0/^/k(a) for k G {1,2,4,8}. Since pk = 1/Vk is below /x = 2, the curves 

Ffc i/vX (cO are above F2 (a) while pk = 10/Vk is above /x = 2 so that the curves 
Fk,10/y/k (a) a r e b e l ° W F 2 («) • 

Tne main purpose of the Figure is to demonstrate numerically that the preference 
relations in the rows of the Table corresponding to p G (0,00) and /1 G (0,00) are 
possible, i. e. that these rows are not logically empty. The analysis of the functions 
Fn (a) and Fk^k (a) is an interesting problem which however represents a different 
area of research and requires different techniques than considered in the present 
paper. 
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|Ll=2, m=1 

GO 

Ò 

CO 

d 

d 

cм 
d 

o 
d 

Фo 
- - Ф1.1 

Ф2.1 

• - • Ф4.1 

~ Ф1.10 

Ф2.10 

~ - Ф4.10 

~ Фв.W 

1.0 0.0 0.2 0.4 0.6 0.8 

Figure. In the middle is the function P2va) for a e (0,1). Above and below are the 
functions Fkl/y/k(a) and -FfcfioVfc(a) w n e r e (bottom to top) k = 1,2,4 and 8. 

Remark 3.1. Let (j> : (0,oo) —> R be twice continuously differentiable at 1 with 
(f)(1) = 0, 4>"(1) > 0 and (j>(t) — <j)f(l)(t-l) nonincreasing on (0,1) and nondecreasing 
on (l,oo). Then 

(3.17) 

is a ^-disparity of the distributions P, Q restricted on an interval partition V of R in 
the sense considered e.g. in Menendez et al. [13]. For the (P,Q)-regular partitions 
Vn it is proved in Lemma 2 of Vajda [17] that if (2.13) holds for some \i e [0,00) 
then 

n (2Di(Pn,P\1>n) 2(p o\V)\-o(l) (3.18) 
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This helps to extend Theorems 3.1-3.3 to the Pearson-type tests using the Pearson-
type (^-disparity statistics T$(V), T^(Vn) defined by the formula 

T+(V) = ^)D<»(Pn,P\V). (3.19) 

Among these is the likelihood ratio statistic studied by Kallenberg et al. [8] and also 
the other statistics studied by Drost et al. [2], Menendez et al. [13] and Mayoral et 
al. [11]. 

4. STATISTICAL APPLICATIONS 

If we want to extrapolate the preferences between the Pearson statistics Tn(V) and 
Tn(Vn) under local alternatives Pn to the models with true alternatives P, and the 
preferences depend on the weights en with which P are represented in Pn, then the 
priority is naturally given to the preferences valid under large weights en. In our 
case this means the priority of the preferences observed when pn = nen —> p = 
co. Looking on the Table of Section 3 we see that in this case Tn(V) is either 
strictly better than or at least as good as Tn(Vn), depending on whether \xn = 
ne

nX
2(P) Q\ ̂ n)/\/\Vn\ —»\i = co or jjin is bounded (p G [0, co)). Thus the statistic 

preferred in this case will be the Pearson statistic with a fixed partition V. 
This conclusion seems to have a practical meaning when a series of tests is planned 

for large sample sizes n, n + 1,... and the problem is to design partitions for the 
Pearson test: the preferred solution is a fixed (sample-size-independent) partition 
V. The problem is which partition. If p G (O.co) then we see from Corollary 3.1 
that the maximal asymptotic power of Tn(V) is achieved by the partition 

V* = a rgmaxx 2 (P ,Q |P) . (4.1) 

This solution of the problem is intuitively clear - the arg max partition maximizes 
the Pearson divergence between the hypothetic and true distribution. Therefore it 
can be heuristically extended also to the models with p = co. 

If the partition size k = \V\ is given in advance, then one can write equations for 
the cutpoints 

inf X < xi < • • • < Xk-i < supX (4.2) 

yielding the arg max partition similar to the equations considered in Mayoral et al. 
[11] for the partition which maximizes the Fisher information. But if k is not fixed 
by some extra-theoretical arguments then we face the problem of cardinality of the 
partition V. By Theorem 6 in Vajda [15] (cf. also Corollary 1.31 in Liese and Vajda 

[9]), 
s u p X

2 ( P , Q | ^ ) = x2CP,Q) 
V 

where \V\ tends to infinity with x2{P> Q\ V) approaching x 2 ( ^ Q) except some trivial 
{P,Q}. Thus the tendency is to choose V with large k = \V\. But if both k and 
n are large and k is so large that the fraction k/n is not negligible then Tn(V) is 
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governed by a limit law different from that of Proposition 3.1 (see Menendez et al. 
[12]) so that the conclusions based on this proposition may be misleading. 

If x2(P,Q) -s finite then a reasonable rule seems to be the argmax partition P* 
with \V*\ = k large enough to allow a sufficiently close approximation of x2(P> Q) by 
X2(-P,Q|P*), and small enough to be relatively negligible with respect to the used 
large sample sizes n. 

Namely, for large k and partitions V(k) with \V(k)\ = k the statistics Tn(V(k)) 
are characterized by the normal law of Proposition 3.2 rather than by the noncen-
tral x2-- a w °f Proposition 3.1. In such cases the asymptotic efficiency is given by 
PnX2(P, Q\ Vw)/y/k rather than by pnX2(^, Q\ V(k)). If 

r=argma**2(P-y«>> (4.3) 
k y/k 

exists and is relatively negligible with respect to the used sample sizes n then k* 
can be considered as an optimal partition size of a class of partitions {V(k) : k > 1}. 
This rule can be applied to the class {V(k) : k > 1} of Q—uniform partitions or to 
the class {VTk\ : k > 1} of argmax partitions. 

Example 4 .1 . By Theorem 2 in Berlinet and Vajda [1], if the densities p = dP/d/i 
and q = dQ/d/i satisfy some regularity conditions and V is the Q-uniform partition 
with \V\ = k then 

X2(P,Q\P) = X2(P,Q)-c(P,Q)^ + o(J^ as k->oo- (4.4) 

where c(P, Q) > 0 is integral of an explicitly given function depending on p and q. 
Prom the equation 

d fx
2(P,Q)-c(P,Q)k-2\_, 

dfc V Vk ) 
we get the rule 

for the choice of the integer representing the optimal partition size. This represen
tation can be accepted if the premises of the method are satisfied. 

If x2(-P> Q) = oo, and in particular if p E (0, oo) and 

^ " L o c (4.6) 

for a regular sequence of partitions P n , then not only the above described method 
for specification of fixed partition fails, but also the whole concept of optimality of 
the statistic with fixed partitions collapses. Indeed, then 
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and, as we see from the row p G (0, oo), p. = oo of the Table, the statistic Tn(Vn) 
becomes better than all statistics Tn(V) with fixed partitions V. It has been long 
ago observed in simulations, and also justified theoretically, that Tn(Vn) for Vn with 
cardinalities \Vn\ slowly increasing with sample sizes are in some models {P, Q} more 
powerful for large n than Tn(V) with fixed partitions (cf. Kallenberg et al. [8] and 
references therein). The convergence (4.6) was fulfilled in all cases where this took 
place. 

In the practical applications where statistics Tn(V) or Tn(Vn) are prepared for 
sample sizes n from some interval, or in the simulations where weights en are selected 
for n from some interval, one can always embed the selected segments Vn and en 

into sequences satisfying p = oo, p G [0,oo) or p G (0,oo), p = oo. Therefore the 
row p G (0, oo), p = oo of the Table must be taken seriously in the sense that the 
statistics Tn(Vn) are to be preferred to all Tn(V) in the models {P, Q} allowing to 
meet (4.6) by a (P, Q)-regular sequences Vn. 

Here no formal rule can be given for the sizes kn = \Vn\ of the partitions except 
that for large n the fractions \Vn\ /n should be small (cf. the reference to Menendez 
et al. [12] above) and decreasing to zero for n —> oo as required by (2.4). As soon as 
the partition sizes \Vn\ are specified, the partitions Vn themselves can be selected 
by the argmax rule (4.1). 

APPENDIX 

P r o o f of P r o p o s i t i o n 3.1. We shall deduce the limit law (3.2) from the 
asymptotic relation 

Tn(V) > ne2
n (X

2(P, Q\ V) + op (1)) (A.1) 

when nen —> p = oo and from the definition 

Tn(V) = nX
2(Pn, Q\ V) (cf. (2.14)) (A.2) 

when nen —» p € [0,oo). To get (A.l), we use Pn of (2.8), namely we add and 
subtract Pn(A) = Q(A) + en(P(A) - Q(A)) in the formula 

Tn{V) ^(Pn(A)-Q(A))2 

n fcv Q(A) • 

In this manner we obtain Tn(V)/n = Un + V„ + Wn for Wn = enx
2(P, Q\ V) and 

(Pn(A)-Pn(A))2 

Un = £ 
AЄV 

Q(A) 

^ (Þn(A)-Pn(A))(P(A)-Q(A)) 
Vn - 2єn}^ Q щ 

AЄV 
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Obviously, 

AeV 
^•-EЗ^-И-чч <«-<--» 

and, by the Schwarz and Jensen inequalities, 

E|Vn | < 2єn X2(P,Q\V)E\Y^ 
AЄV 

1/2 

(?n(A)-Pn(A))' 

Q(A) 

1/2 

= 2 e n [ X

2 ( P , Q | ^ ) E c I n ] 1 / = o ( l ) . 

Therefore (A.l) holds and (3.2) follows from (A.l) when p = oo. By Corollary 3.1 
in Menendez et al. [13], (3.2) follows from (A.2) when p e [0,co). • 

P r o o f of P r o p o s i t i o n 3.2. Put for simplicity 

kn = \Vn\ and xl=X2(P,Q\Pn) 

and define for p,n of (2.11) and A eVn 

TTln = Kn + v fcn Mra > 

6n(A) = knen(P(A)-Q(A)) VK. 
"Џni 

Ьl(A) = n 2

n(A)Pn(A) (cf. (2.8)) 

s2

n(A) = 2kn 

PҚA) 
Q(A) 

+ MІ(A), 

s2

n = Y,sl(A) = 2kn(l+є2

nxn) + MІ 
AЄVn 

where 

Õn = 52 ^ní-4) = PnXІ + knPnЄn 52 
AЄVП AЄVП 

(P(A)-Q(A))3 (PnXný 
Q(A) 

(note that the last equality is nontrivial). Applying the inequality 

( P ( A ) - Q ( A ) ) 2 l l / 2 

max \P(A) - Q(A)\ < 
A£Vn k>n 

Aevn 

Q(A) 

we obtain from (A. 3) 

Si < pnXl + knpn£nXlVXn/kn = PnXl + \/kn/n (pnXn) 

and substituting from (2.11) we get 

S2
n < y/k~nHn + k3

n
/4Vkn7n'p3/2. 

(A-3) 

(A.4) 

(A-5) 
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Now we are ready to apply Theorem 5.1 of Morris [14]. By (2.8), 

^ f - X&Pn{A) ~ %£LPniA) -i+£n 

so that under (2.4) 

and 

lim max Pn(A) = 0 
n-кx> ЛЄPn 

lim min nPn(A) = co. 
n-*oo AeVn 

Prom here and from (2.3) and (2.4) we see that all assumptions of the mentioned 
theorem are satisfied. This theorem implies that if the UAN condition 

S2 

£ - 0 (A.6) 
6 n 

holds then 

P(W-mn<xynx)xeU 
By the present assumptions we have either /xn —»\x £ (0, oo) or 

^ = 0(X
2(P,Q\Pn)/Vkn') = o(y/kn) (cf. (2.11) and (2.6)), 

where (2.6) states that x2(Pi Q\ Pn) = o(y/k^). In both cases we see from (A.5) and 
(2.3), (2.4) that Sn = o(kn). Hence by the definition of sn and (2.4), (2.6) and (3.3), 

s2
n = 2kn(l + e2

nkno(l)) + AS2
n = 2kn(l + o(l)) = 2\Pn\(l + o(l)). (A.7) 

Prom here we see that the last limit law is equivalent to 

D (Tn(Vn) - \Vn\ 

V^Pn] 
<anx + bn -*Ф(x), xЄІR (A.8) 

where 

and 

an - f^— = - ^ = = 1 + o(l) (A.9) 

b _ (mn-\Vn\) _ y/KHn _ M„ (A . 

y/Wn~\ V2K V2' 

Further, by (A.4) and (2.6), 

fi < PnXl + VKftjPnXlf2 _ p n o ( l ) + ^ ( , n 0 ( 1 ) ) 3 / 2 . 
Kn Kn -y n 

By (2.4), the sequence kn/y/n is bounded. Thus we see from (A.7) that if pn —> p < 
oo then the UAN condition (A.6) holds. Consequently, the desired relation (3.5) 
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follows from (A.8)-(A.10). Let us now suppose that pn -> p = oo. Then we get 
from (A.5) 

$k < JhL. + hlL ( V" \ 
K ~~ \/K \/n \y/K.) 

and we see from (A.7) that if /xn —> \i < oo then the UAN condition (A.6) holds 
too. Thus in this case, similarly as above, the desired relation (3.5) follows from 
(A.8)-(A.10). • 

P r o o f of P r o p o s i t i o n 3.3. Consider the restricted moment generating 
function 

Ma(P, Q\V)=Y. * W « ^) 1 _ a > a G R* 
Aev 

It is seen from the convexity of ip (t) = £a-/a- for 0 < a\ < a<i that the function 
(Ma(P,Q\V)) 'a is nondecreasing in the variable a > 0. In particular, 

X
2(P,Q\V) = M2(P,Q\V)-\< (Ma(P,Q\V))2/a - 1 

for all o > 2. But Ma(P,Q\V) < Ma(P,Q) for all a > 1 and Ma(P,Q) is finite for 
all 0 < a < a(P,Q). Hence it suffices to prove that for every 1 < o < 2 and every 
V = V k from a regular sequence of partitions 

M ^ f V ) < (Ma(P, Q))2/a where b = (2 - o)/o. (A.ll) 

Since 2 = ab + a, it holds 

M2(P,Q\V) _ 1 sr(p(A)Yn(A\ 
\r\b " V\bkvWA» 

<- $?KmYx(®y™ 
) ab 

Ma(P,Q). (A.12) I \p\l/a Aev 

By the Holder inequality, the relation 

P(A) = JA^Q<Q(A)^/a(j{^\Q 
\A 

can be extended from a = 1 to all 1 < a < 2. Consequently, 

maxP < < A ) < mnvfoMrH (r. (z\aAo\l/a 

< | 7 > | ^ m « ( j A ( f ) a d g ) 1 / a (cf. (2.2)) 

< | P | 1 / a ( M a ( P Q ) ) 1 / a . 
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Inserting this in (A.12) we get (A.ll) which completes the proof. • 

P r o o f of P r o p o s i t i o n 3.4. The proof of an equivalent proposition was first 
sketched in Kallenberg et al. [8]. A detailed version of this proof was given in 
Berlinet and Vajda [1]. A similar detailed version is presented here for the sake of 
completeness. Since X2{P>Q\Vn) is positive and tending to X2{P>Q\V) > 0, the 
assertion is trivial for a(P,Q) > 2. Hence let a = a(PyQ) be from the semiclosed 
interval [1,2). Since 

Ma(P,Q)= f fa(y)dy 
Jo 

for / (y) given on [0,1] in Definition 3.2, M2(P, Q) = oo implies that f(y) unbounded 
on [0,1]. Suppose for simplicity that it is unbounded at y = 0 and put h = 1/ \Vn\. 
Since 

. \Pn\ [ / fjh \ 2
 rjh 

X2(P,Q\Pn) = 7 ^ / f(y)dy) - f(y)dy 
hl^i \J(J-i)h J 10--i)h 

it suffices to prove that if 6 < b < (2 — a)/a then 

ҺЬ h \ 2 f rh 
\ { J f(y)dy) = f / l ( 6 " 1 ) / 2 / f(y)dy\ -* oo for ft | 0. 

Since 2/(6 + 1) > a, we can choose a between o and 2/(6 + 1) such that 

/ fa(y) dy = oo while / f (y)dy = P((0,h)) < oo. 
Jo Jo 

By Definition 3.2, f(l/t) = t&g(t) for some /? > 0 and for a function #(£) slowly 
varying at infinity. Hence the substitution y = 1/t yields the relations 

rOO pOO 

I taP~2ga (t) dt = oo and / t^~2g (t) dt < oo. 
Jl/h Jl/h 

But ga (t) is slowly varying at infinity too. Thus the first assertion of the lemma 
on p. 280 of Feller [3] can be applied to both these relations. The equality implies 
in this manner (3 > 1/a and the inequality implies /? < 1. This together with the 
inequality a < 2/(b + 1) implies 

( & - l ) / 2 < l / a - K / ? - l . 

Further, by the second assertion of the cited Feller lemma 

tP-2g(t)dt = hP-lk(l/h) I 
Ji l/h 

where A is slowly varying at infinity. But Lemma 2 on p. 277 of Feller implies that 
if e > 0 then 

ЛOO 

A(l/h) = hß-Ч tß~2g(t) 
JIІҺ 

dí 
i/h 
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exceeds he for all h sufficiently close to zero. Hence A(l/h)h"£ -> oo for h j 0 so 
tha t if r < (3 - 1 then 

roo ph 
hT I t0~2g(t)dt = hT f(y)dy -> oo for h i 0. 

Ji/h Jo 

But for r = (b - l ) / 2 we obtained above the inequality r < /? - 1. Therefore the 
desired relation 

rli 
h(b-i)/2 [ f(y)dy^oo for /i | 0 

jo 

is valid. • 
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