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# SOME BASES OF THE STICKELBERGER IDEAL 

LADISLAV SKULA ${ }^{1)}$<br>Dedicated to Professor Helmut Koch on the occasion of his 60th birthday.


#### Abstract

In this paper various bases of the Stickelberger ideal (considered as a $\mathbb{Z}$-module) in the group ring $R=\mathbb{Z}[G]$ of the Galois group $G$ of $p^{n+1}$ th cyclotomic field ( $n \geq 0, p$ an odd prime) over the ring of rational integers are introduced. One special basis is used for the computation of the index of the Stickelberger ideal in a subring of $R$ (S innott's result (1980)).

Some bases are used to show "equivalence" of known systems of congruences (Fueter (1992), Le Lidec (1967)) to the Kummer system of congruences. In case $n=0, \mathrm{Kummer}$ operated with special elements from the Stickelberger ideal, and it is shown here that these elements form a basis of the Stickelberger ideal. The " $\pi$-adic" situation is also investigated.

Sinnott's class number formula is added by a formula where the ring of rational integers is substituted for the ring of congruence classes modulo $p$. Here the index of the Stickelberger ideal equals $p^{\mathrm{i}(p)}$, where $\mathrm{i}(p)$ means the index of irregularity of the prime $p$.


## 0. Introduction

The background of this paper is formed by Kummer's system of congruences

$$
\begin{equation*}
\varphi_{p-2 j}(t) B_{2 j} \equiv 0 \quad(\bmod p), \quad 1 \leq j \leq \frac{p-3}{2} \tag{K}
\end{equation*}
$$

where $B_{2 j}$ are the Bernoulli numbers and $\varphi_{i}(t)$ are the Mirimanoff polynomials. Here always $p$ will designate a fixed odd prime.

These congruences (K) were introduced by Kummer ([8], 1857) when trying to solve the First Case of Fermat's Last Theorem. Many authors have
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used various systems of congruences for this reason since. In the paper [17] a new system (S) of congruences depending on the Stickelberger ideal was introduced and it was shown that ( S ) and ( K ) are "equivalent" in a certain sense (6.1). This result can be obtained by means of a special basis of the Stickelberger ideal $\bmod p$ considered as a vector space over the Galois field $\mathbb{Z} / p \mathbb{Z}$ (5.4):

If we use the basis of the Stickelberger ideal $I$ considered as a $\mathbb{Z}$-module consisting of Kummer's elements, then we obtain "equivalence" (6.3) of the system (S) and the system (L) formed by the Le Lidec polynomials ([10], [11]). The equivalence of Fu eter's system of congruences $\left(\mathrm{F}_{1}\right)([3, \mathrm{VI}])$ and $(\mathrm{S})$ can be obtained by the choice of another special basis of $I$. By means of another choice of elements from $I$ we get the statement that each solution of (S) is a solution of the other system of congruences $\left(\mathrm{F}_{2}\right)$ using the Fermat quotients introduced by F ueter [3, VII] (6.4). Another choice of elements from $I$ (6.5) gives the Benneton system of congruences ([2]).

For these reasons various bases of the Stickelberger ideal considered as a module over the ring of rational integers $\mathbb{Z}$ or $\pi$-adic integers $\mathbb{Z}_{\pi}$ ( $\pi$ a prime) are studied in this paper.

In Section 2 the group ring $R=\mathbb{Z}[G]$ and the Stickelberger ideal $I$ in $R$ are investigated, where $G$ is the Galois group of the $p^{n+1}$ th cyclotomic field ( $n \geq 0$ ). The study of the quotient-ring $R / I$ was begun by I w as aw a ([5], 1962), who proved the following class number formula:

### 0.1. Iwasawa.

$$
\left[R^{-}: I^{-}\right]=h_{n}^{-}
$$

$R^{-}$means a special subring of $R, I^{-}=I \cap R^{-}$and $h_{n}^{-}$is the first factor of the class number of the $p^{n+1}$ th cyclotomic field.

Sinnott [13] extended this formula to a general cyclotomic field and in [14] he transferred it for the case of the Stickelberger ideal $I$ (Theorem 2.1):
0.2. Sinnott (For the $p^{n+1}$ th cyclotomic field).

$$
\left[R^{\star}: I\right]=h_{n}^{-}
$$

$R^{\star}$ means a special subring of $R$ containing $R^{-}$(denoted by $A$ in [11]).
Although Sinnott's case is more general, I am working only (like I w as a w a) with the $p^{n+1}$ th cyclotomic field since the applications I am interested in concern only the case of the $p$ th cyclotomic field (Sections 4,5,6). The case of a general cyclotomic field is investigated in this direction by Kučera [6].

In Main Theorem 2.7 some bases of the $\mathbb{Z}$-module $I$ are given and we obtain Sinnott's formula 0.2 in another way by the computation of the absolute value of the determinant of the transition matrix from a special basis of $R$ to some of these bases of $I$.

I w as a w a ([2], [5]) also formulated the class number formula for the subring $R_{\pi}^{-}$of the group ring $R_{\pi}=\mathbb{Z}_{\pi}[G]$ of $G$ over the ring of $\pi$-adic integers generated by $R^{-}$as follows:

### 0.3. Iwasawa.

$$
\left[R_{\pi}^{-}: I_{\pi}^{-}\right]=\left(h_{n}^{-}\right)_{\pi}
$$

Here $I_{\pi}^{-}$means the Stickelberger ideal in the ring $R_{\pi}^{-}$and $\left(h_{n}^{-}\right)_{\pi}$ is the $\pi$-part of $h_{n}^{-}$.

This $\pi$-adic situation is investigated in Section 3 and Iwas a wa's formula 0.3 is transferred for the Stickelberger ideal $I_{\pi}$ in the subring $R_{\pi}^{\star}$ of $R_{\pi}$ generated by $R(3.7(\mathrm{~b}))$ :

## 0.4.

$$
\left[R_{\pi}^{\star}: I_{\pi}\right]=\left(h_{n}^{-}\right)_{\pi}
$$

Section 4 deals with special elements $\kappa_{\rho}$ from the Stickelberger ideal $I$ (for the $p$ th cyclotomic field, the case $n=0$ ) which were used by Kummer ([7], 1847), and the main result (4.8) states that these elements of Kummer form a basis of the $\mathbb{Z}$-module $I$.

The author ([19, 2.2]) showed the following addition to Iwasawa's class number formula.

### 0.5. Skula.

$$
\left[R^{-}(p): I^{-}(p)\right]=p^{\mathrm{i}(p)}
$$

Here $R^{-}(p), I^{-}(p)$ are the former notions considered $\bmod p$ and $\mathrm{i}(p)$ means the index of irregularity of the prime $p$.

In Section 5 we obtain (5.2) a similar addition to Sinnott's class number formula:
0.6.

$$
\left[R^{\star}(p): I(p)\right]=p^{\mathrm{i}(p)}
$$
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## 1. Notation and basic assertions

Through this paper we denote by:
$p$ an odd prime,
$n$ a non-negative integer,
$h_{n}^{-}$the first factor of the class number of the cyclotomic field generated by the $p^{n+1}$ th roots of unity over the rational field,
$\mathbb{Z}$ the ring of rational integers,

$$
q=p^{n+1}, \quad M=p^{n}(p-1), \quad N=\frac{M}{2}
$$

$r$ a primitive root modulo $q$, ind $x$ index of $x$ relative to the primitive root $r$ of $x$ $(x \in \mathbb{Z}, p \nmid x)$,
$r_{j}$ the integer $(j \in \mathbb{Z}), 0<r_{j}<q, r_{j} \equiv r^{j}(\bmod q)$,
hence we have:
1.1. For each $j \in \mathbb{Z}$ we have:

$$
r_{j}+r_{j+N}=q
$$

$\sum_{i} \delta_{i}=\sum_{i=0}^{M-1} \delta_{i}$ for suitable symbols $\delta_{i}$,
$G$ a multiplicative cyclic group of order $M$,
$s$ a generator of $G$; thus $G=\left\{1, s, s^{2}, \ldots, s^{M-1}\right\}$,
$R=\mathbb{Z}[G]$ the group ring of $G$ over the ring $\mathbb{Z}$; thus $R=\sum_{i} a_{i} s^{i}: a_{i} \in \mathbb{Z} ;$
$a_{j}=a_{i} \quad$ for $\alpha=\sum_{i} a_{i} s^{i} \in R$ and $j \in \mathbb{Z}, i \equiv j(\bmod M)$,

$$
\begin{aligned}
R^{\star} & =\left\{\alpha=\sum_{i} a_{i} s^{i} \in R: a_{k}+a_{k+N}=a_{l}+a_{l+N} \text { for each } k, l \in \mathbb{Z}\right\} \\
& =\left\{\alpha \in R:\left(1+s^{N}\right) \alpha \in \mathbb{Z} \cdot \sum_{i} s^{i}\right\}
\end{aligned}
$$

$$
\begin{aligned}
R^{-} & =\left\{\alpha=\sum_{i} a_{i} s^{i} \in R: a_{k}+a_{k+N}=0 \text { for each } k \in \mathbb{Z}\right\} \\
& =\left(1-s^{N}\right) R=\left\{\alpha \in R: \alpha\left(1+s^{N}\right)=0\right\}
\end{aligned}
$$

$$
\begin{aligned}
& I=\left\{\alpha \in R: \exists \rho \in R, \rho \cdot \sum_{i} r_{-i} s^{i}=q \cdot \alpha\right\} \\
& =\left\{\alpha=\sum_{i} a_{i} s^{i} \in R: \exists x_{t} \in \mathbb{Z}(0 \leq t \leq M-1), \quad \sum_{t} x_{t} r_{t} \equiv 0(\bmod q)\right. \\
& \left.\qquad a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t} \text { for each } 0 \leq i \leq M-1\right\}
\end{aligned}
$$

( $[16$, Section $4,(4)])$.
$I$ is an ideal of the ring $R$ which is called the Stickelberger ideal of the ring $R$. $I^{-}=I \cap R^{-}$is an ideal of the ring $R^{-}$which is called the Stickelberger ideal of the ring $R^{-}$.

Ideals of the ring $R$ are often considered as $\mathbb{Z}$-modules.
Since $\frac{1}{q} \sum_{t} x_{t} r_{i+t}+\frac{1}{q} \sum_{t} x_{t} r_{i+N+t}=\sum_{t} x_{t}$ for each $i \in \mathbb{Z}$ and each $x_{t} \in \mathbb{Z}$ ( $0 \leqq t \leqq M-1$ ), we have

## 1.2.

$$
I \subseteq R^{\star}
$$

Further we can state
1.3. $R \neq R^{\star}$ unless $p=3$ and $n=0, R=R^{\star}=I$ for $p=3$ and $n=0$.

Proof. The relations $R \neq R^{\star}, R=R^{\star}$ are obvious. Let $p=3, n=0$ and $\alpha=a+b s \in R$. Put

$$
\begin{aligned}
& x_{0}=-a+2 b \\
& x_{1}=2 a-b
\end{aligned}
$$

The equalities $\sum_{t} x_{t} r_{t}=3 a$ and $\sum_{t} x_{t} r_{-1+t}=3 b$ conclude the proof.

### 1.4. LEMMA.

$$
R^{\star}=I+R^{-}
$$

Proof. For $0 \leq t \leq M-1$ put

$$
x_{t}=\left\{\begin{aligned}
2 & \text { for } t=0 \\
-1 & \text { for } t=\text { ind } 2 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

and $a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t}=\frac{1}{q}\left(2 r_{-i}-r_{-i+\text { ind } 2}\right)$. Then $\alpha=\sum_{i} a_{i} s^{i} \in I$ and $a_{i}+a_{i+N}=1$, the results follow.

Applying this lemma we get:
1.5. THEOREM. The quotient-rings $R^{\star} / I$ and $R^{-} / I^{-}$are isomorphic (canonically).

Put

$$
\begin{array}{rlrl}
b_{00} & =q-2 \\
b_{0 j} & =1-r_{j}, & & \\
b_{i 0} & =1-r_{i}, & & 1 \leqq j \leqq N-1 \\
b_{i j} & =\frac{1}{q}\left(r_{i} r_{j}-r_{i+j}\right), & & 1 \leqq i, j \leqq N-1 \\
B & =\left(b_{i j}\right)_{0 \leq i, j \leq N-1} . & &
\end{array}
$$

For $n=0$ this matrix $B$ was introduced and $|\operatorname{det} B|$ was computed in [12], in general case in [16]:

## 1.6.

$$
|\operatorname{det} B|=h_{n}^{-}
$$

Further put for $1 \leq k \leq N-1,0 \leq l \leq N-1$ :

$$
\begin{aligned}
& g_{0 l}=r_{-l}-q, \quad g_{0 N}=q, \quad g_{k N}=r_{k}-1, \quad g_{N l}=-1, \quad g_{N N}=2 \\
& g_{k l}=\frac{1}{q}\left(r_{-l} r_{k}-r_{-l+k}\right)-r_{k}+1
\end{aligned}
$$

Denote by $C$ the following matrix:

$$
C=\left(g_{k h}\right)_{0 \leq k, h \leq N}
$$

### 1.7. Proposition.

$$
|\operatorname{det} C|=h_{n}^{-}
$$

Proof. Perform the following operations on $C$ :
a) Interchange the columns with indices $l$ and $N-1(1 \leq l \leq N-1)$.
b) Multiply by ( -1 ) the columns with indices $1,2, \ldots, N-1$.
c) Add the column with index 0 to the column with index $N$.
d) Subtract the row with index $N$ from the row with index 0 .
e) Multiply the row with index 0 by $(-1)$.

Then it is easy to see $|\operatorname{det} C|=|\operatorname{det} B|$ and the assertion follows from 1.6.

## 2. Some bases of the $\mathbb{Z}$-Module $I$

2.1. Notation. For $k \in \mathbb{Z} p u t$

$$
\begin{aligned}
\gamma_{k} & =\sum_{i} \frac{1}{q}\left(r_{-i} r_{k}-r_{-i+k}\right) s^{i}=\sum_{i}\left[\frac{r_{-i} r_{k}}{q}\right] s^{i} \\
\varepsilon_{k} & =s^{k}\left(1-s^{N}\right)
\end{aligned}
$$

and further put

$$
\begin{aligned}
& \gamma=\sum_{i} r_{-i} s^{i} \\
& \delta=\sum_{i} s^{i}=1+s+s^{2}+\cdots+s^{M-1} \\
& \varepsilon=\sum_{i=0}^{N-1} s^{i}=1+s+s^{2}+\cdots+s^{N-1}
\end{aligned}
$$

If we consider instead of the group ring $\mathbb{Z}[G]$ the group ring $\mathbb{Q}[G]$, then the element $\frac{1}{q} \gamma$ is often called the Stickelberger element. The element $\delta$ acts on the class group of the $q$ th cyclotomic field as the norm. Clearly,

$$
\gamma_{k}, \varepsilon_{k}, \gamma, \delta, \varepsilon \quad \text { are elements of the ring } \quad R .
$$

2.2. Definition. Let $X \subseteq\{0,1, \ldots, M-1\}$. The set $X$ is said to have the basis property if it has the following property:

$$
\xi \in X, \quad \xi^{\prime} \in \mathbb{Z}, \quad \xi^{\prime} \equiv \xi+N \quad(\bmod M) \Longrightarrow \xi^{\prime} \notin X
$$

It is easy to see the following:
2.3. Proposition. Let $L \subseteq\{0,1, \ldots, M-1\}$ have the basis property and let $|L|=N$. Then the system

$$
\mathcal{S}^{\star}(L)=\left\{\varepsilon_{l}: l \in L\right\} \cup\{\varepsilon\}
$$

forms a basis of the $\mathbb{Z}$-module $R^{\star}$. (Symbol $|L|$ denotes the cardinal of the set L.)

### 2.4. Proposition. We have

$\gamma \in I, \quad \delta \in I, \quad$ and $\quad \gamma_{k} \in I \quad$ for each $\quad k \in \mathbb{Z}$.

Proof.
a) We can assume $k \in \mathbb{Z}, 1 \leq k \leq M-1$. Put for each $t \in \mathbb{Z}, 0 \leq t \leq M-1$ :

$$
x_{t}=\left\{\begin{aligned}
r_{k} & \text { for } t=0 \\
-1 & \text { for } t=k \\
0 & \text { otherwise }
\end{aligned}\right.
$$

Then for $0 \leq i \leq M-1$ we have

$$
\frac{1}{q} \sum_{t} x_{t} r_{-i+t}=\frac{1}{q}\left(r_{-i} r_{k}-r_{-i+k}\right)
$$

hence $\gamma_{k} \in I$.
b) If we put for $0 \leq t \leq M-1$

$$
x_{t}= \begin{cases}q & \text { for } t=0 \\ 0 & \text { otherwise }\end{cases}
$$

then $\frac{1}{q} \sum_{t} x_{t} r_{-i+t}=r_{-i}$ and hence $\gamma \in I$. (Or we can see the relation $\gamma \in I$ immediately from the first definition of $I$ putting $\rho=q \in R$.)
c) If we put for $0 \leq t \leq M-1$

$$
x_{t}= \begin{cases}1 & \text { for } t=0 \text { or } t=N \\ 0 & \text { otherwise }\end{cases}
$$

then $\frac{1}{q} \sum_{t} x_{t} r_{-i+t}=\frac{1}{q}\left(r_{-i}+r_{-i+N}\right)=1$. Thus $\delta \in I$.

### 2.5. LEMMA.

(a) For each $j, k \in \mathbb{Z}$ we have

$$
\frac{1}{q}\left(r_{j} r_{k}-r_{j+k}\right)+\frac{1}{q}\left(r_{j} r_{k+N}-r_{j+k+N}\right)=r_{j}-1 .
$$

(b) For each $k \in \mathbb{Z}$ we have

$$
\gamma_{k}+\gamma_{k+N}=\gamma-\delta
$$

Proof. (a) follows from 1.1 and (b) follows from (a).

## SOME BASES OF THE STICKELBERGER IDEAL

2.6. Proposition. Let $K \subseteq\{1,2, \ldots, M-1\}$ have the basis property and let $|K|=N-1, N \notin K$. Then the system

$$
\mathcal{S}(K)=\left\{\gamma_{k}: k \in K\right\} \cup\{\gamma, \delta\}
$$

forms a system of generators of the $\mathbb{Z}$-module $I$.
Proof. According to $2.5(\mathrm{~b})$ we can suppose $K=\{1,2, \ldots, N-1\}$, hence

$$
\mathcal{S}(K)=\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{N-1}, \gamma, \delta\right\} .
$$

Let $\alpha=\sum_{i} a_{i} s^{i} \in I$. Then there exist integers $x_{t} \in \mathbb{Z}(0 \leqq t \leqq M-1)$ such that $\sum_{t} x_{t} r_{t} \equiv 0(\bmod q)$ and

$$
a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t} \quad \text { for each } \quad 0 \leq i \leq M-1
$$

Put

$$
\begin{aligned}
x & =\frac{1}{q} \sum_{t} x_{t} r_{t}, \quad d=\sum_{t=N}^{M-1} x_{t}, \quad c=x-d \\
c_{k}=x_{k+N}-x_{k} & \text { for each } \quad 1 \leq k \leq N-1 .
\end{aligned}
$$

We have for each $i \in \mathbb{Z}, 0 \leq i \leq M-1$ :

$$
\begin{aligned}
& \sum_{k=1}^{N-1} c_{k}\left(r_{-i} r_{k}-r_{-i+k}\right) \\
= & r_{-i} \sum_{l=N+1}^{M-1} x_{l} r_{l+N}-r_{-i} \sum_{l=1}^{N-1} x_{l} r_{l}-\sum_{l=N+1}^{M-1} x_{l} r_{-i+l+N}+\sum_{l=1}^{N-1} x_{l} r_{-i+l} \\
= & q r_{-i} \sum_{l=N+1}^{M-1} x_{l}-r_{-i} \sum_{l=N+1}^{M-1} x_{l} r_{l}-r_{-i} \sum_{l=1}^{N-1} x_{l} r_{l} \\
= & q r_{-i} d-q r_{-i} x_{N}-r_{-i}^{M-1} \sum_{l=N+1}^{M} x_{l} r_{l}+\sum_{l=N+1}^{M-1} x_{l} x_{-i+l}+\sum_{l=1}^{N-1} x_{l}+r_{-i} x_{0}
\end{aligned} \quad \begin{aligned}
& \quad-q d+q x_{N}+\sum_{l+1} x_{l} r_{-i+1}-x_{0} r_{-i}-x_{N} r_{-i+N} \\
&= q r_{-i} d-q r_{-i} x_{N}-q x r_{-i}+r_{-i} q x_{N}-r_{-i} x_{N}-q d \\
&+q x_{N}+q a_{i}-q x_{N}+x_{N} r_{-i} \\
&= q a_{i}-q c r_{-i}-q d . \quad
\end{aligned}
$$

It follows that

$$
\alpha=\sum_{k=1}^{N-1} c_{k} \gamma_{k}+c \gamma+d \delta
$$

and we are done.
2.7. Main Theorem. Let $K, L \subseteq\{0,1,2, \ldots, M-1\}$ have the basis property, $|K|=N-1,|L|=N, 0 \notin K, N \notin K$.

Then the system $\mathcal{S}(K)=\left\{\gamma_{k}: k \in K\right\} \cup\{\gamma, \delta\}$ forms a basis of the $\mathbb{Z}$-module $I$ and for the determinant $\Delta$ of the transition matrix from the basis $\mathcal{S}^{\star}(L)=\left\{\varepsilon_{l}: l \in L\right\} \cup\{\varepsilon\}$ of the $\mathbb{Z}$-module $R^{\star}$ to the basis $\mathcal{S}(K)$ of the $\mathbb{Z}$-module $I$ we have

$$
|\Delta|=h_{n}^{-}
$$

Therefore the Stickelberger ideal I has a finite index in the ring $R^{\star}$, for which the following relation holds

$$
\left[R^{\star}: I\right]=h_{n}^{-}
$$

Proof. Without loss of generality we can suppose $L=\{0,1, \ldots$ $\ldots, N-1\}$ and $K=\{1,2, \ldots, N-1\}$, thus $\mathbf{S}^{\star}(L)=\left\{\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{N-1}, \varepsilon\right\}$ and $\mathcal{S}(K)=\left\{\gamma, \gamma_{1}, \gamma_{2}, \ldots, \gamma_{N-1}, \delta\right\}$.

Using 1.1 and $2.5(\mathrm{a})(-l \rightarrow k, k \rightarrow j)$ we get

$$
\begin{aligned}
\gamma & =\sum_{l=0}^{N-1}\left(r_{-l}-q\right) \varepsilon_{l}+q \varepsilon \\
\gamma_{k} & =\sum_{l=0}^{N-1}\left[\frac{1}{q}\left(r_{-l} r_{k}-r_{-l+k}\right)-r_{k}+1\right] \varepsilon_{l}+\left(r_{k}-1\right) \varepsilon \quad(1 \leq k \leq N-1) \\
\delta & =\sum_{l=0}^{N-1}(-1) \varepsilon_{l}+2 \varepsilon
\end{aligned}
$$

The transition matrix from the basis $\mathcal{S}^{\star}(L)$ to the system of generators $\mathcal{S}(K)$ .of the $\mathbb{Z}$-module $I$ is the matrix $C$ from Section 1 and according to 1.7 we have $|\Delta|=|\operatorname{det} C|=h_{n}^{-}$. This completes the proof.
2.8. Remark. The assertion of 2.7 concerning the index of the Stickelberger ideal $I$ in the ring $R^{\star}$ is a special case of Sinnott's Theorem 0.2 for the $p^{n+1}$ th cyclotomic field. Here, this special case was derived by presenting a special basis $\mathcal{S}(K)$ of the Stickelberger ideal (as a $\mathbb{Z}$-module) and by the computation of the
absolute value of the determinant of the transition matrix from the basis $\mathbf{S}^{\star}(L)$ of $R^{\star}$ to $\mathbf{S}(K)$.

If we use Iwasawa's class number formula 0.1 , we can prove 2.7 from 1.5, 2.3 and 2.6.

On the other hand, we can show from Sinnott's relation $\left[R^{\star}: I\right]=h_{n}^{-}$that a system of generators of the $\mathbb{Z}$-module $I^{-}$forms a basis of $I^{-}$and compute the absolute value of the determinant of the transition matrix from a basis of $R^{-}$to the given system if we use the isomorphism between $R^{\star} / I$ and $R^{-} / I^{-}$. (see 2.9.2.)
2.9. Notation. Put $K^{0}=\left\{1 \leq k \leq M-1: r_{k}\right.$ odd $\}$. Then the set $K^{0}$ has the basis property, $\left|K^{0}\right|=N-1,0 \notin K^{0}$.

According to 2.7:
2.9.1. The system $\mathcal{S}\left(K^{0}\right)=\left\{\gamma_{k}: k \in K^{0}\right\} \cup\{\gamma, \delta\}$ forms a basis of the $\mathbb{Z}$-module $I$.

Put

$$
\begin{aligned}
& \alpha_{k}=\sum_{i}\left[\frac{1}{q}\left(r_{-i} r_{k}-r_{-i+k}\right)+\frac{1-r_{k}}{2}\right] s^{i} \quad\left(k \in K^{0}\right) \\
& \alpha_{0}=\sum_{i}\left(2 r_{-i}-q\right) s^{i}
\end{aligned}
$$

It was proved in [16, Theorem]:
2.9.2. The system $\left\{\alpha_{k}: k \in K^{0}\right\} \cup\left\{\alpha_{0}\right\}$ forms a basis of the $\mathbb{Z}$-module $I^{-}$and for the determinant $\Delta$ of the transition matrix from the basis $s^{j}\left(1-s^{N}\right)(0 \leq j<N)$ of the $\mathbb{Z}$-module $R^{-}$to this basis we have

$$
|\Delta|=h_{n}^{-}
$$

Therefore $\left[R^{-}: I^{-}\right]=h_{n}^{-}$. (Iwasawa 0.1.)
Clearly, the following holds.

### 2.9.3.

$$
\begin{aligned}
& \alpha_{k}=\gamma_{k}+\frac{1-r_{k}}{2} \delta \quad\left(k \in K^{0}\right), \\
& \alpha_{0}=2 \gamma-q \delta
\end{aligned}
$$

We can see easily from these assertions that $\delta \cdot \mathbb{Z} \cap I^{-}=\{0\}$. We denote by $I^{0}$ the sum of the $\mathbb{Z}$-modules $\delta \mathbb{Z}$ and $I^{-}$. This sum is the direct sum of these $\mathbb{Z}$-modules. (Since $\delta \mathbb{Z}=\delta R, I^{0}$ is also an ideal of the ring $R$.) Summarizing we have

### 2.9.4.

$$
I^{0}=I^{-} \oplus \delta \mathbb{Z} \subseteq I
$$

2.10. Proposition. The systems $\left\{\alpha_{k}: k \in K^{0}\right\} \cup\left\{\alpha_{0}, \delta\right\},\left\{\gamma_{k}: k \in K^{0}\right\}$ $\cup\{2 \gamma, \delta\}$ form bases for the $\mathbb{Z}$-module $I^{0}$.

Proof. Immediately from 2.9.2 and 2.9.4 we get the fact that the former system is a basis of the $\mathbb{Z}$-module $I^{0}$. Since the second system is a system of generators of the $\mathbb{Z}$-module $I^{0}$ according to 2.9 .3 and has the same number of elements (namely $N+1$ ), the results follow.

According to 2.9.1 and 2.10 we get
2.11. Theorem. For the index of the ideal $I^{0}$ in the Stickelberger ideal I the following relation is valid:

$$
\left[I: I^{0}\right]=2
$$

For the quotient $\mathbb{Z}$-module $I / I^{0}$ we have

$$
I / I^{0}=\left\{I^{0}, \gamma+I^{0}\right\}
$$

## 3. The Stickelberger ideal of the ring $R_{\pi}$

3.1. Notation. In this Section we will denote by
$\pi$ a prime,
$\mathbb{Q}$ the field of rational numbers,
$\mathbb{Q}_{\pi}$ the field of $\pi$-adic numbers,
$\mathbb{Z}_{\pi}$ the ring of $\pi$-adic integers,
$S=\mathbb{Q}[G]$ the group rings of the group $G$ over $\mathbb{Q}$,
$S_{\pi}=\mathbb{Q}_{\pi}[G]$ the group rings of the group $G$ over $\mathbb{Q}_{\pi}$,
$R_{\pi}=\mathbb{Z}_{\pi}[G]$ the group rings of the group $G$ over $\mathbb{Z}_{\pi}$.
Thus $S_{\pi}=\left\{\sum_{i} a_{i} s^{i}: a_{i} \in \mathbb{Q}_{\pi}\right\}$ and for $\alpha=\sum_{i} a_{i} s^{i} \in S_{\pi}$ we put again $a_{j}=a_{i}$, where $j, i \in \mathbb{Z}, 0 \leq i \leq M-1, j \equiv i(\bmod M)$.
$S, S_{\pi}$ are considered as $\mathbb{Z}$-module and $\mathbb{Z}_{\pi}$-module (respectively).
We will consider (as in [2, Section 2]) the natural $\pi$-adic topology in the ring $S_{\pi}$ : if $\alpha^{(\nu)}=\sum_{i} a_{i}^{(\nu)} S^{i} \in S_{\pi}$ and $\lim _{\nu \rightarrow \infty} a_{i}^{(\nu)}=\dot{a}_{i} \in \mathbb{Q}_{\pi} \quad$ (lim denotes the $\pi$-adic limit) for each $0 \leq i \leq M-1$, then $\lim _{\nu \rightarrow \infty} \alpha^{(\nu)}=\alpha=\sum_{i} a_{i} s^{i} \in S_{\pi}$.

For $\mathcal{M} \subseteq S_{\pi}$ let $\mathcal{M}_{\boldsymbol{\pi}}$ denote closure in this topology:

$$
\mathcal{M}_{\pi}=\left\{\alpha \in S_{\pi}: \exists \alpha^{(\nu)} \in \mathcal{M}, \quad \lim _{\nu \rightarrow \infty} \alpha^{(\nu)}=\alpha\right\}
$$

The former notation $S_{\pi}, R_{\pi}, \mathbb{Q}_{\pi}$ and $\mathbb{Z}_{\pi}$ is in accordance with this one. Obviously,

$$
\begin{aligned}
& R_{\pi}^{-}=\left\{\alpha=\sum_{i} a_{i} s^{i} \in R_{\pi}: a_{i}+a_{i+N}=0 \text { for each } i \in \mathbb{Z}\right\} \\
& R_{\pi}^{\star}=\left\{\alpha=\sum_{i} a_{i} s^{i} \in R_{\pi}: a_{i}+a_{i+N}=a_{j}+a_{j+N} \text { for each } i, j \in \mathbb{Z}\right\} .
\end{aligned}
$$

Ideals of the ring $R_{\pi}$ will often be considered as $\mathbb{Z}_{\pi}$-modules in the natural way.

The Stickelberger ideals $I_{\pi}$ and $I_{\pi}^{-}$of the rings $R_{\pi}$ and $R_{\pi}^{-}$are defined as the closures of $I$ and $I^{-}$in the natural $\pi$-adic topology, respectively. (see [5, Section 2])

Obviously,

$$
I_{\pi} \subseteq R_{\pi}^{\star}
$$

3.2. Theorem. Let $\mathcal{M} \subseteq S$ be a $\mathbb{Z}$-submodule of the $\mathbb{Z}$-module $S$ with a basis $\mu_{1}, \ldots, \mu_{m}(1 \leq m \leq M)$. Then $\mathcal{M}_{\pi}$ is a $\mathbb{Z}_{\pi}$-submodule of the $\mathbb{Z}_{\pi}$-module $S_{\pi}$ with the basis $\mu_{1}, \ldots, \mu_{m}$.

Proof. Put $\overline{\mathcal{M}}=\left\{\sum_{j=1}^{m} m_{j} \mu_{j}: m_{j} \in \mathbb{Z}_{\pi}\right\}$. Clearly, $\overline{\mathcal{M}} \subseteq \mathcal{M}_{\pi}$. For each $1 \leq j \leq m$ there exist $d_{j i} \in \mathbb{Q}$ such that $\mu_{j}=\sum_{i} d_{j i} s^{i}$. Since $\mu_{1}, \ldots, \mu_{m}$ are linearly independent over $\mathbb{Q}$, rank of the matrix $D=\left(d_{j i}\right)(1 \leq j \leq m$, $0 \leq i \leq M-1$ ) equals $m$. Therefore $\mu_{1}, \ldots, \mu_{m}$ are also linearly independent over $\mathbb{Q}_{\pi}$, and then they form a basis of the $\mathbb{Z}_{\pi}$-module $\overline{\mathcal{M}}$.

Let $\mu \in \mathcal{M}_{\pi}, \mu=\sum_{i} b_{i} s^{i}\left(b_{i} \in \mathbb{Q}_{\pi}\right)$. Then there exist $\mu^{(\nu)} \in \mathcal{M}(\nu \geqq 1)$ such that $\mu=\lim _{\nu \rightarrow \infty} \mu^{(\nu)}$.

We have $\mu^{(\nu)}=\sum_{j=1}^{m} m_{j}^{(\nu)} \mu_{j}$, where $m_{j}^{(\nu)} \in \mathbb{Z}$. Put

$$
b_{i}^{(\nu)}=\sum_{j=1}^{m} m_{j}^{(\nu)} d_{j i} \quad(0 \leqq i \leqq M-1, \quad \nu=1,2, \ldots)
$$

## LADISLAV SKULA

Then $\mu^{(\nu)}=\sum_{i} s^{i} \sum_{j=1}^{m} m_{j}^{(\nu)} d_{j i}=\sum_{i} b_{i}^{(\nu)} s^{i}$, hence $b_{i}=\lim _{\nu \rightarrow \infty} b_{i}^{(\nu)}$
( $0 \leq i \leq M-1$ ).
Since the sequences $\left\{m_{j}^{(\nu)}\right\}_{\nu=1}^{\infty}(1 \leq j \leq m)$ are bounded, there exist positive integers $k_{1}<k_{2}<\ldots$ such that the sequences $\left\{m_{j}^{\left(\nu_{k}\right)}\right\}_{k=1}^{\infty}$ are convergent.

If we put $m_{j}=\lim _{k \rightarrow \infty} m_{j}^{\left(\nu_{k}\right)}\left(\in \mathbb{Z}_{\pi}\right)$, we get $b_{i}=\sum_{j=1}^{m} m_{j} d_{j i}$, hence $\mu=$ $\sum_{j=1} m_{j} \mu_{j} \in \overline{\mathcal{M}}$. The proof is complete.

### 3.3. Proposition. Put

$$
\begin{aligned}
& J=\left\{\alpha \in R_{\pi}: \exists \rho \in R_{\pi}, \rho \cdot \sum_{i} r_{-i} s^{i}=q \cdot \alpha\right\}, \\
& K=\left\{\alpha=\sum_{i} a_{i} s^{i} \in R_{\pi}: \exists x_{t} \in \mathbb{Z}_{\pi}(0 \leq t \leq M-1),\right. \\
& \\
& \left.\quad q / \sum_{t} x_{t} r_{t}\left(\text { in } \mathbb{Z}_{\pi}\right), a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t} \text { for each } i \in \mathbb{Z}\right\} .
\end{aligned}
$$

Then

$$
I_{\pi}=J=K
$$

Proof.
I. Let $\alpha=\sum_{i} a_{i} s^{i} \in J, \rho=\sum_{t} x_{t} s^{t} \in R_{\pi}, \rho \cdot \sum_{i} r_{-i} s^{i}=q \cdot \alpha$. We have $\sum_{i} q a_{i} s^{i}=\sum_{i}\left(\sum_{t} x_{t} r_{-i+t}\right) s^{i}$, hence $a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t}$, from which $J \subseteq K$ follows.
II. Let $\alpha=\sum_{i} a_{i} s^{i} \in K$. Then there exist $x_{t} \in \mathbb{Z}_{\pi}(0 \leqq t \leqq M-1)$ such that $q / \sum_{t} x_{t} r_{t}$ in the ring $\mathbb{Z}_{\pi}$ and $a_{i}=\frac{1}{q} \sum_{t} x_{t} r_{-i+t}$ for each $t \in \mathbb{Z}$. There exist $z_{t}^{(\nu)} \in \mathbb{Z}(0 \leqq t \leqq M-1, \nu=1,2, \ldots)$ such that $\lim _{\nu \rightarrow \infty} z_{t}^{(\nu)}=x_{t}$. Since $\frac{1}{q} \sum_{t} x_{t} r_{t} \in \mathbb{Z}_{\pi}$, there exist $y^{(\nu)} \in \mathbb{Z}(\nu \geqq 1)$ such that $\lim _{\nu \rightarrow \infty} y^{(\nu)}=\frac{1}{q} \sum_{t} x_{t} r_{t}$ $=a_{0}$. For $0 \leqq t \leqq M-1$ and $\nu=1,2, \ldots$ put

$$
x_{t}^{(\nu)}= \begin{cases}q \cdot y^{(\nu)}-\sum_{v=1}^{M-1} z_{v}^{(\nu)} r_{v} & \text { for } t=0, \\ z_{t}^{(\nu)} & \text { for } 1 \leqq t \leqq M-1\end{cases}
$$

Then we have $x_{t}^{(\nu)} \in \mathbb{Z}$ and $\sum_{t} x_{t}^{(\nu)} r_{t}=q y^{(\nu)} \equiv 0(\bmod q)($ in $\mathbb{Z})$. Hence $\alpha^{(\nu)}=\sum_{t} a_{i}^{(\nu)} s^{i} \in I$ for each $\nu=1,2, \ldots$, where $a_{i}^{(\nu)}=\frac{1}{q} \sum_{t} x_{t}^{(\nu)} r_{-i+t}$.

Since $\lim _{\nu \rightarrow \infty} q \cdot y^{(\nu)}=\sum_{t} x_{t} r_{t}$, we have $\lim _{\nu \rightarrow \infty} x_{0}^{(\nu)}=\lim _{\nu \rightarrow \infty} q \cdot y^{(\nu)}-\sum_{v=1}^{M-1} x_{v} r_{v}$ $=x_{0}$, hence $\lim _{\nu \rightarrow \infty} x_{t}^{(\nu)}=x_{t}$ for each $0 \leq t \leq M-1$, which implies $\lim _{\nu \rightarrow \infty} a_{i}^{(\nu)}=a_{i}$, $\lim _{\nu \rightarrow \infty} \alpha^{(\nu)}=\alpha$ and $\alpha \in I_{\pi}$. The inclusion $K \subseteq I_{\pi}$ follows.
III. According to 2.7 there exists a basis $\left\{\beta_{1}, \ldots, \beta_{N+1}\right\}$ of the $\mathbb{Z}$-module $I$ and according to 3.2 it forms a basis of the $\mathbb{Z}_{\pi}$-module $I_{\pi}$. There exist $\rho_{k} \in R$ such that $\rho_{k} \sum_{i} r_{-i} s^{i}=q \cdot \beta_{k}(1 \leqq k \leqq N+1)$.

Let $\alpha \in I_{\pi}$. Then there exist $b_{k} \in \mathbb{Z}_{\pi}$ such that

$$
\alpha=\sum_{k=1}^{N+1} b_{k} \beta_{k}
$$

Put $\rho=\sum_{k=1}^{N+1} b_{k} \rho_{k}$. Then $\rho \in R_{\pi}$ and we have $\rho \cdot \sum_{i} r_{-i} s^{i}=\sum_{k=1}^{N+1} b_{k} \rho_{k} \sum_{i} r_{-i} s^{i}$ $=q \cdot \alpha$. The inclusion $I_{\pi} \subseteq J$ follows immediately.
3.4. Proposition. We have

$$
I_{\pi}^{-}=I_{\pi} \cap R_{\pi}^{-}
$$

Proof. The inclusion $I_{\pi}^{-} \subseteq I_{\pi} \cap R_{\pi}^{-}$follows immediately from the equality $I^{-}=I \cap R^{-}$. Let $\alpha \in I_{\pi} \cap R_{\pi}^{-}$and put as in $2.9 K_{0}=\left\{1 \leq k \leq M-1: r_{k}\right.$ odd $\}$. According to 2.7 and 3.3 the system $\mathcal{S}\left(K^{0}\right)=\left\{\gamma_{k}: k \in K^{0}\right\} \cup\{\gamma, \delta\}$ forms a basis of the $\mathbb{Z}$-module $I_{\pi}$. Hence there exist $c_{k}, c, d \in \mathbb{Z}_{\pi}\left(k \in K^{0}\right)$ such that

$$
\alpha=\sum_{k \in K^{0}} c_{k} \gamma_{k}+c \gamma+d \gamma
$$

Then

$$
\alpha=\sum_{i} s^{i}\left(\frac{1}{q} \sum_{k \in K^{0}} c_{k}\left(r_{-i} r_{k}-r_{-i+k}\right)+c r_{-i}+d\right)
$$

Since $\alpha \in R_{\pi}^{-}$, we have for each $i \in \mathbb{Z}$ :

$$
\begin{aligned}
\frac{1}{q} \sum_{k \in K^{0}} c_{k}\left(r_{-i} r_{k}-r_{-i+k}\right) & +c r_{-i}+d \\
& +\frac{1}{q} \sum_{k \in K^{0}} c_{k}\left(r_{-i+N} r_{k}-r_{-i+N+k}\right)+c r_{-i+N}+d=0
\end{aligned}
$$
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According to 1.1

$$
\sum_{k \in K^{0}} c_{k}\left(r_{k}-1\right)+c q+2 d=0
$$

Therefore $c=2 c^{\prime}$ for an $\pi$-adic integer $c^{\prime}$ and

$$
\sum_{k \in K^{0}} c_{k} \frac{1-r_{k}}{2}=c^{\prime} q+d
$$

Then according to 2.9.3

$$
\begin{aligned}
\sum_{k \in K^{0}} c_{k} \alpha_{k}+c^{\prime} \ddot{\alpha}_{0} & =\sum_{k \in K^{0}} c_{k} \gamma_{k}+\left(c^{\prime} q+d\right) \delta+c \gamma-c^{\prime} q \delta \\
& =\sum_{k \in K^{0}} c_{k} \gamma_{k}+c \gamma+d \delta=\alpha
\end{aligned}
$$

The proposition follows from 2.9.2 and 3.2.
3.5. Remark. (I was a wa [5, Section 2]) makes a mention of the formula in 3.4 but his proof is based on other facts. Another proof of the equality $I_{\pi}=J$ from 3.3 and Proposition 3.4 is also given in W ashington's book [21, $\S 6.4$, Lemma 6.2].
3.6. THEOREM. Let $\mathcal{N} \subseteq \mathcal{M}$ be $\mathbb{Z}$-submodules of the $\mathbb{Z}$-module $S$ with finite bases possessing the same number of elements (thus the index $[\mathcal{M}: \mathcal{N}]$ of the $\mathbb{Z}$-module $\mathcal{N}$ in $\mathbb{Z}$-module $\mathcal{M}$ is finite). Let $(\mathcal{M} / \mathcal{N})_{\pi}$ denote the $\pi$-Sylow subgroup of the factor group $(\mathcal{M} / \mathcal{N},+)$ considered as a $\mathbb{Z}_{\pi}$-module in the natural way.

Then the $\mathbb{Z}_{\pi}$-module $(\mathcal{M} / \mathcal{N})_{\pi}$ and the $\mathbb{Z}_{\pi}$-quotient module $\mathcal{M}_{\pi} / \mathcal{N}_{\pi}$ are isomorphic (canonically). The $\mathbb{Z}_{\pi}$-module $\mathcal{N}_{\pi}$ has a finite index in $\mathbb{Z}_{\pi}$-module $\mathcal{M}_{\pi}$, which equals the $\pi$-part $[\mathcal{M}: \mathcal{N}]_{\pi}$ of the $\operatorname{index}[\mathcal{M}: \mathcal{N}]$. Hence

$$
(\mathcal{M} / \mathcal{N})_{\pi} \cong \mathcal{M}_{\pi} / \mathcal{N}_{\pi}, \quad\left[\mathcal{M}_{\pi}: \mathcal{N}_{\pi}\right]=[\mathcal{M}: \mathcal{N}]_{\pi}
$$

Proof.
I. We have $[\mathcal{M}: \mathcal{N}]_{\pi}=\pi^{a}$, where $a$ is a non-negative integer. Then $\pi^{a} \cdot \mathcal{M} \subseteq \mathcal{N}_{\pi}$.
Let $\mu_{1}, \ldots, \mu_{m}$ be a basis of the $\mathbb{Z}_{\pi}$-module $\mathcal{M}$. According to $3.2 \mu_{1}, \ldots, \mu_{m}$ is a basis of the $\mathbb{Z}_{\pi}$-module $\mathcal{M}_{\pi}$. For $\alpha \in \mathcal{M}_{\pi}$, there exist $a_{1}, \ldots, a_{m} \in \mathbb{Z}_{\pi}$ such that

$$
\alpha=a_{1} \mu_{1}+\cdots+a_{m} \mu_{m}
$$

Each integer $a_{i}$ has the form: $a_{i}=x_{i}+\pi^{a} y_{i}$, where $x_{i} \in \mathbb{Z}, 0 \leqq x_{i} \leqq \pi^{a}$ and $y_{i} \in \mathbb{Z}_{\pi}$. Put

$$
\chi(\alpha)=x_{1} \mu_{1}+\cdots+x_{m} \mu_{m}
$$

Then $\chi(\alpha) \in \mathcal{M}, \chi$ is a mapping from $\mathcal{M}_{\pi}$ into $\mathcal{M}, \alpha-\chi(\alpha) \in \mathcal{N}_{\pi}$ and for $\alpha, \beta \in \mathcal{M}_{\pi}, c \in \mathbb{Z}_{\pi}, \bar{c} \in \mathbb{Z}, c \equiv \bar{c}\left(\bmod \pi^{a}\right)$ we have

$$
\chi(\alpha+\beta) \equiv \chi(\alpha)+\chi(\beta)\left(\pi^{a} \cdot \mathcal{M}\right), \quad \chi(c \alpha) \equiv \bar{c} \chi(\alpha)\left(\pi^{a} \cdot \mathcal{M}\right)
$$

Let $\phi$ be the projection from $\mathcal{M} / \mathcal{N}$ on the $\pi$-Sylow subgroup $(\mathcal{M} / \mathcal{N})_{\pi}$ of the additive group $\mathcal{M} / \mathcal{N}$. Denote by $\psi$ the canonical mapping from $\mathcal{M}$ on $\mathcal{M} / \mathcal{N}$ and put $\sigma=\phi \circ \psi \circ \chi$. Then $\sigma$ is a homomorphism from the $\mathbb{Z}_{\pi}$-module $\mathcal{M}_{\pi}$ into the $\mathbb{Z}_{\pi}$-module $(\mathcal{M} / \mathcal{N})_{\pi}$.
II. We show that
$\mathcal{M} \cap \mathcal{N}_{\pi}=\{\alpha \in \mathcal{M}:$ order of $\alpha+\mathcal{N}$ in $\mathcal{M} / \mathcal{N}$ is not divisible by $\pi\}$.
Let $\alpha \in \mathcal{M} \cap \mathcal{N}_{\pi}$ and let $\pi^{x} \cdot y$ be the order of $\alpha+N$ in $\mathcal{M} / \mathcal{N}(x, y \in \mathbb{Z})$, $x \geq 0, y>0, \pi \nmid y$. If $\nu_{1}, \ldots, \nu_{m}$ is a basis of the $\mathbb{Z}$-module $\mathcal{N}$, then according to $3.2 \nu_{1}, \ldots, \nu_{m}$ is a basis of the $\mathbb{Z}_{\pi}$-module $\mathcal{N}_{\pi}$, hence there exist $c_{1}, \ldots, c_{m} \in \mathbb{Z}_{\pi}$ such that $\alpha=\sum_{j=1}^{m} c_{j} \gamma_{j}$. If $y \cdot c_{j} \in \mathbb{Z}$ for each $1 \leq j \leq m$, then $y \cdot \alpha \in \mathcal{N}$, thus $x=0$. If there exists $1 \leq j \leq m$ such that $y \cdot c_{j} \notin \mathbb{Z}$, then $\pi^{x} \cdot y \cdot c_{j} \notin \mathbb{Z}$, hence $\pi^{x} \cdot y \cdot \alpha \notin \mathcal{N}$, which is a contradiction. The converse inclusion is obvious.
III. From the formula in II we get that the kernel of $\phi \circ \psi$ equals $\mathcal{M} \cap \mathcal{N}_{\pi}$. Since $\alpha-\chi(\alpha) \in \mathcal{N}_{\pi}\left(\alpha \in \mathcal{M}_{\pi}\right)$, it holds that $\chi^{-1}\left(\mathcal{M} \cap \mathcal{N}_{\pi}\right)=\mathcal{N}_{\pi}$. It follows that the kernel of $\sigma$ is equal to $\mathcal{N}_{\pi}$.

The mapping $\phi \circ \psi$ is surjective. For $\mu \in \mathcal{M}$ we have $\mu-\chi(\mu) \in \mathcal{M} \cap \mathcal{N}_{\pi}$, hence $\phi \circ \psi(\mu)=\sigma(\mu)$, which implies that $\sigma$ is surjective as well. This completes the proof.

We obtain from this theorem and from 2.9.2, 2.7 and 2.11
3.7. Theorem. We have
(a) $\left[R_{\pi}^{-}: I_{\pi}^{-}\right]=\left(h_{n}^{-}\right)_{\pi}$ (I w a s a w a ),
(b) $\left[R_{\pi}^{\star}: I_{\pi}\right]=\left(h_{n}^{-}\right)_{\pi}$,
(c) $\left[I_{\pi}: I_{\pi}^{0}\right]= \begin{cases}1 & \text { for } \pi \neq 2, \\ 2 & \text { for } \pi=2 .\end{cases}$

The part (a) is due to I w as a w a $[5,(5)]$.
We obtain in a similar way as in $1.4 R_{\pi}^{\star}=I_{\pi}+R_{\pi}^{-}$, which implies:
3.8 THEOREM. The quotient-rings $R_{\pi}^{\star} / I_{\pi}$ and $R_{\pi}^{-} / I_{\pi}^{-}$are isomorphic (canonically).

This theorem can be proved by means of $3.7(\mathrm{a})$, (b) as well or from 1.5 and 3.6.
3.9. Proposition. Let $M, N$ be $\mathbb{Z}$-submodels of the $\mathbb{Z}$-module $S$ with finite bases and let $M \cap N=0$. Then

$$
(M \oplus N)_{\pi}=M_{\pi} \oplus N_{\pi}
$$

Proof. The results follow easily from 3.2.
We obtain from this proposition and from 2.9.4 and 3.7 (c):
3.10. Proposition. For $\pi \neq 2$ we have

$$
I_{\pi}=I_{\pi}^{-} \oplus \delta \mathbb{Z}_{\pi}
$$

$\left(\right.$ Note $\left.\delta \mathbb{Z}_{\pi}=\delta R_{\pi}.\right)$

## 4. Kummer's elements

In the last three Sections we will assume $n=0$, hence

$$
q=p, \quad M=p-1, \quad N=\frac{p-1}{2}
$$

the group $G$ has order $p-1$, etc. For the sake of simplicity we put

$$
h^{-}=h_{0}^{-} .
$$

4.1. Definition. For $i, \rho \in \mathbb{Z}$ put

$$
\begin{aligned}
\kappa_{i \rho} & = \begin{cases}1 & \text { for } r_{i}+r_{i+\rho} \geq p \\
0 & \text { for } r_{i}+r_{i+\rho}<p\end{cases} \\
\kappa_{\rho} & =\sum_{i} \kappa_{-i \rho} s^{i} \in R
\end{aligned}
$$

4.2. Proposition. Let $i, \rho \in \mathbb{Z}$.
(a) If $\rho \equiv N(\bmod M)$, then $\kappa_{i \rho}=1$ and $\kappa_{\rho}=\kappa_{N}=\delta$.
(b) Let $\rho \not \equiv N(\bmod M)$. Then
(b1) $\kappa_{i \rho}+\kappa_{i+N \rho}=1$,
(b2) $\kappa_{i \rho}=\frac{1}{p}\left(r_{i}+r_{i+\rho}-r_{i+\sigma}\right)$, where $\sigma=\operatorname{ind}\left(r_{\rho}+1\right)$,
(b3) $\kappa_{i \rho}=\left[\frac{1}{p}\left(r_{i}+r_{i+p}\right)\right]$,
(b4) $\kappa_{i \rho}=\left[\frac{1}{p} r_{i}\left(1+r_{\rho}\right)\right]-\left[\frac{1}{p} r_{i} r_{\rho}\right]$.
Proof. The assertions (a), (b1), (b2) and (b3) are obvious. We get (b4) from the relation $r_{i+\rho}=r_{i} r_{\rho}-p\left[\frac{1}{p} r_{i} r_{\rho}\right]$ and (b3):

$$
\kappa_{i \rho}=\left[\frac{1}{p} r_{i}\left(1+r_{\rho}\right)-\left[\frac{1}{p} r_{i} r_{\rho}\right]\right]=\left[\frac{1}{p} r_{i}\left(1+r_{\rho}\right)\right]-\left[\frac{1}{p} r_{i} r_{\rho}\right] .
$$

### 4.3. Proposition. For each $\rho \in \mathbb{Z}$ we have $\kappa_{\rho} \in I$.

Proof. Since $\kappa_{N}=\delta \in I$ (2.4), we can assume $0 \leq \rho \leq p-2, \rho \neq N$. Put ind $\left(r_{\rho}+1\right)=\sigma$ and

$$
x_{t}=\left\{\begin{aligned}
1 & \text { for } t=0 \text { or } t=\rho \text { in case } \rho \neq 0, \\
2 & \text { for } t=0 \text { in case } \rho=0, \\
-1 & \text { for } t=\sigma, \\
0 & \text { for } 0 \leq t \leq p-2, t \notin\{0, \rho, \sigma\}
\end{aligned}\right.
$$

Then $\sum_{t} x_{t} r_{t}=0$ and for each $i \in \mathbb{Z}$ we have $\frac{1}{p} \sum_{t} x_{t} r_{-i+t}=\frac{1}{p}\left(r_{-i}+\right.$ $\left.r_{-i+\rho}-r_{-i+\sigma}\right)=\kappa_{-i \rho}$ according to $4.3(\mathrm{~b} 2)$. This concludes the proof. (Note that it follows also from 4.9.)
4.4. Remark. Kummer [7, §11, §12] operated with these elements $\kappa_{\rho}$ ( $0 \leq \rho \leq p-2, \rho \neq N$ ) and proved that these elements annihilate on the class group $\Gamma$ of the $p$ th cyclotomic field. For this reason we call the elements $\kappa_{\rho}(\rho \in \mathbb{Z})$ Kummer's elements.

In [15] the following elements from $R^{-}$were considered:

$$
\phi_{j}=\sum_{i} \alpha_{-i \operatorname{ind}(j+1)} s^{i} \quad(0 \leq j \leq N-1),
$$

where for $i, \rho \in \mathbb{Z}$

$$
\alpha_{i \rho}=\left\{\begin{aligned}
1 & \text { for } r_{i}+r_{i+\rho}<p \\
-1 & \text { for } r_{i}+r_{i+\rho} \geq p
\end{aligned}\right.
$$

The following proposition was shown in [15, Theorem 3.3, Consequence 3.4 and conclusion of the proof of Theorem 3.6].

### 4.5. PROPOSITION.

(a) $\left|\operatorname{det}\left(\alpha_{i \operatorname{ind}(j+1)}\right)\right|_{0 \leq i, j \leq N-1}=2^{N-1} h^{-}$.
(b) For integers $\rho \not \equiv N \not \equiv \sigma(\bmod M)$ the equality

$$
\alpha_{i \rho}=\alpha_{i \sigma} \quad \text { for each } \quad i \in \mathbb{Z}
$$

is satisfied if and only if $\sigma \equiv \rho(\bmod M)$ or $\sigma \equiv \operatorname{ind}\left(p-1-r_{\rho}\right)(\bmod M)$.
(c) The elements $\phi_{j}(0 \leq j \leq N-1)$ form a basis of the $\mathbb{Z}_{p}$-module $I_{p}^{-}$.

Since $\alpha_{i+N \rho}=-\alpha_{i \rho}(\rho \not \equiv N(\bmod M))$, we have

$$
\begin{aligned}
& \left|\operatorname{det}\left(\alpha_{-i \operatorname{ind}(j+1)}\right)\right|_{0 \leq i, j \leq N-1} \\
= & \left|\operatorname{det}\left(\alpha_{i+N \text { ind }(j+1)}\right)\right|_{0 \leq i, j \leq N-1} \\
= & \left|\operatorname{det}\left(\alpha_{i \operatorname{ind}(j+1)}\right)\right|_{0 \leq i, j \leq N-1}=2^{N-1} h^{-}
\end{aligned}
$$

according to 4.5 (a). This determinant is the determinant of the transition matrix from the basis $\varepsilon_{i}=s^{i}\left(1-s^{N}\right)(0 \leq i \leq N-1)$ of the $\mathbb{Z}$-module $R^{-}$to the elements $\phi_{j}(0 \leq j \leq N-1)$. Thus we get from 3.2, 3.6 and 3.7 (a):

### 4.6. PROPOSITION.

(a) $\left|\operatorname{det}\left(\alpha_{-i \operatorname{ind}(j+1)}\right)\right|_{0 \leq i, j \leq N-1}=2^{N-1} h^{-}$.
(b) The elements $\phi_{j}(0 \leq j \leq N-1)$ form a basis of the $\mathbb{Z}$-module $I_{\pi}^{-}$ for each odd prime $\pi$.

The parts (a) and (b) of the following proposition are obvious and the part (c) follows from 4.5 (b).
4.7. PROPOSITION. Let $i, j, \rho, \sigma \in \mathbb{Z}$. Then we have
(a) $\alpha_{i \rho}=1-2 \kappa_{i \rho}$.
(b) $\phi_{j}=\delta-2 \kappa_{\text {ind }(j+1)}(0 \leq j \leq N-1)$.
(c) For $\rho \not \equiv N \not \equiv \sigma(\bmod M)$ the equality $\kappa_{i \rho}=\kappa_{i \sigma}$ for each $i \in \mathbb{Z}$ is satisfied if and only if $\sigma \equiv \rho(\bmod M)$ or $\sigma \equiv \operatorname{ind}\left(p-1-r_{\rho}\right)$ $(\bmod M)$. Hence $\kappa_{\rho}=\kappa_{\sigma}$ if and only if $\sigma \equiv \rho(\bmod M)$ or $\sigma \equiv$ $\operatorname{ind}\left(p-1-r_{\rho}\right)(\bmod M)$.

### 4.8. TheOrem. Kummer's elements

$$
\kappa_{\operatorname{ind}(j+1)} \quad(0 \leq j \leq N-1), \quad \kappa_{N}=\delta
$$

form a basis of the $\mathbb{Z}$-module $I$.
Proof. According to 2.3 the elements $\varepsilon_{l}=s^{l}\left(1-s^{N}\right)(0 \leq l \leq N-1)$ and $\varepsilon=\sum_{i=0}^{N-1} s^{i}$ form a basis $\mathcal{S}^{\star}$ of the $\mathbb{Z}$-module $R^{\star}$. For $4.2(\mathrm{~b} 1)$ we have for $\rho \in \mathbb{Z}:$

$$
\begin{aligned}
& \kappa_{\rho}=\sum_{l=0}^{N-1}\left(\kappa_{-l \rho}-1\right) \varepsilon_{l}+\varepsilon \quad(\rho \not \equiv N(\bmod M)) \\
& \kappa_{\rho}=\kappa_{N}=\delta=\sum_{l=0}^{N-1}(-1) \varepsilon_{l}+2 \varepsilon \quad(\rho \equiv N(\bmod M))
\end{aligned}
$$

Thus the transition matrix $C$ from the basis $\mathcal{S}^{\star}$ to Kummer's elements $K=\left\{\kappa_{\operatorname{ind}(j+1)}: 0 \leq j \leq N-1\right\} \cup\left\{\kappa_{N}\right\}$ has form $C^{T}=\left(c_{i j}\right)(0 \leq i, j \leq N)$, where

$$
c_{i j}= \begin{cases}\kappa_{-i \operatorname{ind}(j+1)}-1 & \text { for } 0 \leq i, j \leq N-1 \\ 1 & \text { for } i=N, 0 \leq j \leq N-1 \\ -1 & \text { for } 0 \leq i \leq N-1, j=N \\ 2 & \text { for } i=j=N\end{cases}
$$

According to $4.7(\mathrm{a}) \kappa_{-i \operatorname{ind}(j+1)}=\frac{1}{2}\left(1-\alpha_{-i \operatorname{ind}(j+1)}\right)$, hence

$$
\operatorname{det} C=\frac{(-1)^{N}}{2^{N}} \cdot \operatorname{det} D
$$

where $D=\left(d_{i j}\right)(0 \leq i, j \leq N)$ and

$$
d_{i j}= \begin{cases}1+\alpha_{-i \operatorname{ind}(j+1)} & \text { for } 0 \leq i, j \leq N-1 \\ 1 & \text { for } i=N, 0 \leq j \leq N-1 \\ 2 & \text { for } 0 \leq i \leq N, j=N\end{cases}
$$

If we subtract the last row of the determinant of $D$ from the others, we get

$$
\operatorname{det} D=2 \operatorname{det}\left(\alpha_{-i \operatorname{ind}(j+1)}\right) \quad(0 \leq i, j \leq N-1)
$$

Proposition 4.6 (a) gives then

$$
|\operatorname{det} C|=h^{-},
$$

and Main Theorem 2.7 completes the proof.
Using 4.2 (b4) we obtain the following relation between Kummer's elements and elements $\gamma$ 's.
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4.9. Proposition. We have for $1 \leq j \leq p-2$ :
(a) $\kappa_{\text {ind } j}=\gamma_{\text {ind }(j+1)}-\gamma_{\text {ind } j}$,
(b) $\sum_{\nu=1}^{j} \kappa_{\text {ind } \nu}=\gamma_{\text {ind }(j+1)}$.

### 4.10. Remarks.

To show the decomposition of the Lagrange resolvent Kummer ( $[7$, p. 363]) used in fact the following equality:
4.10.1.

$$
\sum_{\nu=1}^{p-2} \ddot{\kappa_{\text {ind }} \nu}=\gamma_{\text {ind }(p-1)}=\gamma-\delta .
$$

Vandiver [20, Section 1] himself was interested in transformations of Kummer's elements $\kappa_{\rho}\left(0 \leq \rho \leq p-2, \rho \neq \frac{p-1}{2}\right)$ and he obtained, using 4.9 (b), in fact the equality ([20, (3)]):
4.10.2.

$$
s^{\frac{p-1}{2}} \sum_{\nu=1}^{j} \kappa_{\mathrm{ind} \nu}=j \delta-\gamma_{\mathrm{ind}(j+1)} \quad(1 \leq j \leq p-2)
$$

since $s^{\frac{p-1}{2}} \gamma_{\text {ind }(j+1)}=j \delta-\gamma_{\text {ind }(j+1)}$ (2.5(a)).
When operating with Fermat's equation, Fueter [3, (V)] showed in essence 4.9 (a).

Denote $q_{i}=\frac{r r_{i}-r_{i+1}}{p}$ for $i \in \mathbb{Z}$. Then

$$
\gamma_{1}=\sum_{i} q_{-i} s^{i}=\sum_{i} q_{i} s^{-i}, \quad s^{k} \gamma_{1}=\sum_{i} q_{-i+k} s^{i}=\sum_{i} q_{i+k} s^{-i} \quad(k \in \mathbb{Z}) .
$$

We have

$$
\begin{aligned}
q_{i+k} & =\left[\frac{r r_{i+k}}{p}\right]=\left[\frac{r r_{i} r_{k}}{p}\right]-r\left[\frac{r_{i} r_{k}}{p}\right] \\
& =\left[\frac{r_{i} r_{k+1}}{p}\right]+\left(\left[\frac{r^{k+1}}{p}\right]-r\left[\frac{r^{k}}{p}\right]\right) r_{i}-r\left[\frac{r_{i} r_{k}}{p}\right]
\end{aligned}
$$

since $r_{i} r_{k}=r_{i+k}+p\left[\frac{r_{i} r_{k}}{p}\right]$ and $r^{k}=r_{k}+p\left[\frac{r^{k}}{p}\right]$.
It follows
4.10.3. $s^{k} \gamma_{1}=\gamma_{k+1}-r \gamma_{k}+\left(\left[\frac{r^{k+1}}{p}\right]-r\left[\frac{r^{k}}{p}\right]\right) \gamma(0 \leq k \leq p-2)$, which is a slight modification of Fueter's proof of (IV) in [3].

We can obtain from 2.7 and the relation $q_{i+N}=r-1-q_{i}$ on the basis of 4.10.3:
4.10.4. Proposition. Let $K \subseteq\{0,1, \ldots, p-3\}$ have the basis property, $|K|=N-1$ and $N-1 \notin K$. Then the system

$$
\left\{s^{k} \gamma_{1}=\sum_{i} q_{-i+k} s^{i}: k \in K\right\} \cup\{\gamma, \delta\}
$$

forms a basis of the $\mathbb{Z}$-module $I$.
For $a \in \mathbb{Z}, p \nmid a$ denote $q(a)$ the Fermat quotient with base $a$ (with respect to the prime $p$ ), thus

$$
q(a)=\frac{a^{p-1}-1}{p}
$$

By Lerch [9, (8)] we have

$$
\begin{equation*}
q(a) \equiv \sum_{x=1}^{p-1}(x a)^{p-2}\left[\frac{x a}{p}\right] \quad(\bmod p) \tag{L}
\end{equation*}
$$

From the considerations of F ueter [3] leading to his formula (VII) we can formulate the following:
4.10.5. For $0 \leq h \leq p-2$ there exists $\beta_{h} \in R$ such that

$$
\omega_{h}=\sum_{i} r_{-i} q\left(r_{-i+h}\right) s^{i}+p \beta_{h}
$$

where $\omega_{h}=r_{-h} s^{h} \sum_{k} r_{-k} \gamma_{k} \in I$.
Proof. We have

$$
\omega_{h}=\sum_{k} r_{-h} r_{-k} \sum_{i}\left[\frac{r_{-i} r_{k}}{p}\right] s^{i+h}=\sum_{i} s^{i} \sum_{k} r_{-h} r_{-k}\left[\frac{r_{-i+h} r_{k}}{p}\right]
$$

According to Lerch's Theorem (L) the following holds

$$
\begin{aligned}
r_{-i} q\left(r_{-i+h}\right) & \equiv r_{-i} \sum_{k} r_{i-h} r_{-k}\left[\frac{r_{-i+h} r_{k}}{p}\right](\bmod p) \\
& \equiv \sum_{k} r_{-h} r_{-k}\left[\frac{r_{-i+h} r_{k}}{p}\right](\bmod p)
\end{aligned}
$$

which concludes the proof.

## 5. The Stickelberger ideal $\bmod p$

Remind that we assume $n=0$, thus

$$
q=p, \quad M=p-1, \quad N=\frac{p-1}{2}, \quad \text { etc. }
$$

Denote further by:
$\mathbb{Z}(p)$ the ring of residue classes $\bmod p$, thus $\mathbb{Z}(p)=\mathbb{Z} / p \mathbb{Z}$;
the elements from $\mathbb{Z}$ are often considered as the elements from $\mathbb{Z}(p)$,
$R(p)=\mathbb{Z}(p)[G]$ the group ring of $G$ over the ring $\mathbb{Z}(p)$; thus
$R(p)=\left\{\sum_{i} a_{i} s^{i}: a_{i} \in \mathbb{Z}(p)\right\}$ for $\alpha=\sum_{i} a_{i} s^{i} \in R(p)$ we put $a_{j}=a_{i}$,
where $j, i \in \mathbb{Z}, 0 \leq i \leq M-1, j \equiv i(\bmod M)$,
$R^{\star}(p)=\left\{\alpha=\sum_{i} a_{i} s^{i} \in R(p): a_{k}+a_{k+N}=a_{l}+a_{l+N}\right.$ for each $\left.k, l \in \mathbb{Z}\right\}$,
$R^{-}(p)=\left\{\alpha=\sum_{i} a_{i} s^{i} \in R(p): a_{k}+a_{k+N}=0\right.$ for each $\left.k \in \mathbb{Z}\right\}$,
$i(p)$ index of irregularity of $p$; thus $i(p)=\operatorname{card}\left\{1 \leq a \leq \frac{p-3}{2}: p / B_{2 a}\right\}$, where $B_{2 a}$ mean the Bernoulli numbers,
$\psi$ the canonical mapping from $\mathbb{Z}$ onto $\mathbb{Z}(p)(\psi(a)=a+p \mathbb{Z}, a \in \mathbb{Z})$. The mapping $\psi$ will also be considered as the mapping from $R$ onto $R(p)$ in this way:
For $\alpha=\sum_{i} a_{i} s^{i} \in R$ we have $\psi(\alpha)=\sum_{i} \psi\left(a_{i}\right) s^{i} \in R(p)$.
Obviously, $\psi\left(R^{\star}\right)=R^{\star}(p), \psi\left(R^{-}\right)=R^{-}(p)$.
$I(p)=\psi(I)$ the Stickelberger ideal of the ring $R(p)$,
$I^{-}(p)=\psi\left(I^{-}\right)$the Stickelberger ideal of the ring $R^{-}(p)$.
$R(p), R^{\star}(p), R^{-}(p), I(p), I^{-}(p)$ are considered as $\mathbb{Z}(p)$-modules (hence vector spaces over the field $\mathbb{Z}(p))$.

The following addition to Iwasawa's class number formula (0.1) was shown in [19, 2.2]:

### 5.1. Theorem. (Skula)

$$
\left[R^{-}(p): I^{-}(p)\right]=p^{i(p)} .
$$

We show a similar addition to Sinnott's formula (0.2):

### 5.2. Theorem.

$$
\left[R^{\star}(p): I(p)\right]=p^{i(p)} .
$$

First we prove the following lemma:
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5.3. LemmA. For $\mathbb{Z}(p)$-modules $R^{\star}(p), R^{-}(p), I(p)$ and $I^{-}(p)$ we have
(a) $\quad R^{\star}(p)=R^{-}(p) \oplus \varepsilon \mathbb{Z}(p)=R^{-}(p) \oplus \delta R(p)$,
(b) $I(p)=I^{-}(p) \oplus \delta R(p)$.
(The elements $\varepsilon, \delta$ are considered to be elements from $R(p)$. Note $\delta R(p)=\delta \mathbb{Z}(p)$.

Proof. The assertion (a) is obvious. According to 2.11 we have $\left[I: I^{0}\right]=2$, where $I^{0}=I^{-} \oplus \delta R$. Thus $I(p)=\psi\left(I^{0}\right)=\psi\left(I^{-}\right)+\delta R(p)$. The lemma follows by noting that $\delta \notin R^{-}(p)$.

Proof of Theorem 5.2. According to 5.3 we have

$$
\left[R^{\star}(p): R^{-}(p)\right]=p, \quad\left[I(p): I^{-}(p)\right]=p
$$

Using 5.1 we get

$$
\begin{aligned}
p^{\mathbf{i}(p)+1} & =\left[R^{\star}(p): R^{-}(p)\right] \cdot\left[R^{-}(p): I^{-}(p)\right]=\left[R^{\star}(p): I^{-}(p)\right] \\
& =\left[R^{\star}(p): I(p)\right] \cdot\left[I(p): I^{-}(p)\right]=\left[R^{\star}(p): I(p)\right] \cdot p
\end{aligned}
$$

The theorem follows.
Let $1 \leq L \leq p-2, L$ odd. Put

$$
\sigma_{L}=\sum_{i} r_{-i L} s^{i} \in R^{-}(p)
$$

It was shown in $[18,3.3,6.4]$ (the element $\sigma_{L}$ is designated by $\alpha_{L}$ ) that the system $\left\{\sigma_{L}: 3 \leq L \leq p-2, L\right.$ odd, $\left.B_{p-L} \not \equiv 0(\bmod p)\right\} \cup\left\{\sigma_{1}=\gamma\right\}$ forms a basis of the vector space $I^{-}(p)$ over the field $\mathbb{Z}(p)$. Together with 5.3 (b) we get
5.4. Proposition. The system

$$
\left\{\sigma_{L}: 3 \leq L \leq p-2, L \text { odd }, B_{p-L} \not \equiv 0 \quad(\bmod p)\right\} \cup\{\gamma, \delta\}
$$

forms a basis of the vector space $I(p)$ over the field $\mathbb{Z}(p)$.

## 6. Kummer's system of congruences

Considering the first case of Fermat's Last Theorem, K u m m er [8] introduced a certain system of congruences, which can be transformed in the following form:

$$
\begin{equation*}
\varphi_{p-2 j}(t) B_{2 j} \equiv 0 \quad(\bmod p), \quad 1 \leq j \leq \frac{p-3}{2} \tag{K}
\end{equation*}
$$

where $\varphi_{i}(t)=\sum_{v=1}^{p-1}(-1)^{v-1} v^{i-1} t^{v} \quad(1 \leq i \leq p-1)$ are Mirimanoff polynomials.

Kummer [8] also proved:
If $(x, y, z)$ is a solution of the first case of Fermat's Last Theorem $\left(x^{p}+y^{p}+z^{p}=0, p \nmid x y z\right)$, then the numbers $\frac{x}{y}, \frac{y}{x}, \ldots$ must fulfil the congruences $(\mathrm{K})$ and the congruence

$$
\varphi_{p-1}(t) \equiv 0 \quad(\bmod p) .
$$

In [17] we introduced the following system of congruences depending on the Stickelberger ideal $I_{p}^{-}$:

$$
\begin{gather*}
f_{\alpha}(t) \equiv 0(\bmod p) \quad\left(\alpha \in I_{p}^{-}\right)  \tag{S}\\
\varphi_{p-1}(-t) \equiv 0(\bmod p)
\end{gather*}
$$

where for $\alpha=\sum_{i} a_{i} s^{i} \in R_{p}$ (or $\alpha \in R(p)$ ) put

$$
f_{\alpha}(t)=\sum_{v=1}^{p-1} a_{- \text {ind } v} \bar{v} t^{v} \quad(\bar{v} \in \mathbb{Z}, \quad 0<\bar{v}<p, \quad v \bar{v} \equiv 1 \quad(\bmod p)) .
$$

From the results of [17] we can find that the system (S) and (K) are equivalent in the following sense:
6.1. Proposition. Let $\tau \in \mathbb{Z}, \tau \not \equiv-1(\bmod p)$. Then $\tau$ is a solution of the system $(\mathrm{K})$ and the congruence $\varphi_{p-1}(t) \equiv 0(\bmod p)$ if and only if $-\tau$ is a solution of (S).

The polynomial $\varphi_{p-1}(t)$ does indeed occur among the polynomials $f_{\alpha}(t)$ since we have $f_{\delta}(t) \equiv-\varphi_{p-1}(-t)(\bmod p)$. Then we get from $5.3(\mathrm{~b})$ :
6.2. Proposition. The system (S) is equivalent to the following system of congruences or equations:

$$
f_{\alpha}(t) \equiv 0 \quad(\bmod p) \quad(\alpha \in J)
$$

where $J$ means $I_{p}$ or $I$, or

$$
f_{\alpha}(t)=0 \quad(\alpha \in I(p))
$$

Note that $f_{\sigma_{L}}(t) \equiv-\varphi_{L}(-t)(\bmod p)$ for elements $\sigma_{L}(1 \leq L \leq p-2)$ and the "equivalence" between ( K ) and ( S ) can be obtained by the choice of the basis

$$
\left\{\sigma_{L}: 3 \leq L \leq p-2, L \text { odd, } B_{p-L} \not \equiv 0 \quad(\bmod p)\right\} \cup\{\gamma, \delta\}
$$

of the vector space $I(p)$ (5.4).
Le Lidec ([10], [11]) introduced and investigated for $1 \leq n \leq p-2$ the following polynomials:

$$
L_{n}(t)=\sum_{v=1}^{p-1} \bar{v} t^{p-1-v} \quad(\overline{\langle n+1)} \cdot n \cdot v<v)
$$

where the inequality $\overline{(n+1)} \cdot n \cdot v<v$ means that $m<v$ for $1 \leq m \leq p-1$, $m \equiv \overline{(n+1)} \cdot n \cdot v(\bmod p)$.

Consider the following system of congruences:

$$
\begin{gather*}
L_{n}(t) \equiv 0(\bmod p) \quad(1 \leq n \leq p-2) \\
\varphi_{p-1}\left(-\frac{1}{t}\right) \equiv 0(\bmod p) \tag{L}
\end{gather*}
$$

In $[17,(1.4)]$ it was shown that the system (S) and (L) are "equivalent" in the following sense:
6.3. PROPOSITION. Let $\lambda, \sigma$ be integers with the property $\lambda \cdot \sigma \equiv 1(\bmod p)$. Then $\lambda$ is a solution of the system ( L ) if and only if $\sigma$ is a solution of the system (S).

We can obtain a proof of this proposition by choice of the basis from Kummer's elements

$$
\left\{\kappa_{\operatorname{ind}(j+1)}: 0 \leq j \leq N-1\right\} \cup\left\{\kappa_{N}=\delta\right\}
$$

(4.8) of the $\mathbb{Z}$-module $I$. We have namely for $1 \leq n \leq p-2,0 \leq \rho \leq p-2$, $\rho \neq \frac{p-1}{2}, r_{\rho} \equiv-\overline{(n+1)} n(\bmod p)$

$$
f_{\kappa_{\rho}}(t) \equiv L_{n}\left(\frac{1}{t}\right) \quad(\bmod p)
$$

Fueter, solving the first case of Fermat's Last Theorem, derived the following system of congruences ([3, (VI), (VII)]):

$$
\begin{align*}
\sum_{n=1}^{p-1} \frac{1}{n}\left[\frac{a n}{p}\right] t^{n} & \equiv 0(\bmod p) \quad(1 \leq a \leq p-1) \\
\sum_{n=1}^{p-1} \frac{1}{n} t^{n} & \equiv 0(\bmod p)  \tag{1}\\
\sum_{i} \mathrm{q}\left(r_{i+h}\right) t^{r_{i}} & \equiv 0(\bmod p) \quad(0 \leq h \leq p-2) \tag{2}
\end{align*}
$$
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If we put $a=r_{k}(1 \leq a \leq p-1,0 \leq k \leq p-2)$, we get

$$
f_{\gamma_{k}}(t) \equiv \sum_{n=1}^{p-1} \frac{1}{n}\left[\frac{a n}{p}\right] t^{n} \quad(\bmod p)
$$

Further $\quad f_{\delta}(t) \equiv \sum_{n=1}^{p-1} \frac{1}{n} t^{n}(\bmod p), \quad f_{\gamma}(t) \equiv \sum_{v=1}^{p-1} t^{v}(\bmod p) \quad$ and $f_{\omega_{h}}(t) \equiv \sum_{i} \mathrm{q}\left(r_{i+h}\right) t^{r_{i}}(\bmod p) .\left(\right.$ Note that 1 is no solution of $\left.\left(\mathrm{F}_{1}\right)(a=p-1).\right)$ This follows from
6.4. Proposition. The system congruences $\left(\mathrm{F}_{1}\right)$ and $(\mathrm{S})$ are equivalent. Each solution of (S) is also a solution of the system of congruences $\left(\mathrm{F}_{2}\right)$.

Remark. Suppose $0 \leq h \leq p-2$. Put $a=r_{h}$ and $n=r_{-i}$ for $0 \leq i \leq p-2$. Then

$$
a^{p-1} n^{p-1}-r_{-i+h}^{p-1} \equiv-p r_{-i+h}^{p-2}\left[\frac{a n}{p}\right] \quad\left(\bmod p^{2}\right)
$$

since $a n=p\left[\frac{a n}{p}\right]+r_{-i+h}$. Hence

$$
a^{p-1}-1+a^{p-1}\left(n^{p-1}-1\right)-\left(r_{-i+h}^{p-1}-1\right) \equiv-p r_{-i+h}^{p-2}\left[\frac{a n}{p}\right] \quad\left(\bmod p^{2}\right)
$$

which implies

$$
q\left(r_{h}\right)+q\left(r_{-i}\right)-q\left(r_{-i+h}\right) \equiv-r_{-i+h}^{p-2}\left[\frac{a n}{p}\right] \quad(\bmod p)
$$

Multiplying by $r_{h} r_{-i}$ we get

$$
r_{h}\left(r_{-i} q\left(r_{h}\right)+r_{-i} q\left(r_{-i}\right)-r_{-i} q\left(r_{-i+h}\right)\right) \equiv-\frac{1}{p}\left(r_{-i} r_{h}-r_{-i+h}\right) \quad(\bmod p)
$$

Therefore according to 4.10 .5 there exists $\nu_{h} \in R$ such that

$$
r_{h}\left(q\left(r_{h}\right) \gamma+\omega_{0}-p \beta_{0}-\omega_{h}+p \beta_{h}\right)=-\gamma_{h}+p \nu_{h}
$$

which implies existence of an element $\mu_{h} \in R$ such that

$$
\begin{equation*}
\gamma_{h}=r_{h} \omega_{h}-r_{h} \omega_{0}-r_{h} q\left(r_{h}\right) \gamma+p \mu_{h} \quad(0 \leq h \leq p-2) \tag{A}
\end{equation*}
$$

We get from (A):
each solution $\tau$ of the system $\left(\mathrm{F}_{2}\right), \tau \not \equiv 1(\bmod p)$ and the congruence $f_{\delta}(t) \equiv \sum_{n=1}^{p-1} \frac{1}{n} t^{n}(\bmod p)$ is a solution of the system $(\mathrm{S})$.

Acknowledgement. T. Agoh called my attention to this implication $\left(\left(F_{2}\right) \Longrightarrow(S)\right)$, which was proved by him. The equality $(A)$ is a translation of Agoh's formulas using polynomials to the language of the group ring $R$.

Benneton [2] considered the following system of congruences

$$
\begin{equation*}
\sum_{\substack{v=1 \\ v n} \frac{p}{2}}^{p-1} \bar{v} t^{v} \equiv 0 \quad(\bmod p) \quad(1 \leq n \leq p-1) \tag{B}
\end{equation*}
$$

where $\widetilde{v n}$ means the least positive residue of $v n \bmod p$. (Quotation from [4, Theorem L3 (h)].) He proved that for each solution $t$ of $(\mathrm{K})(t \not \equiv-1(\bmod p))$ $-t$ is a solution of (B), therefore each solution of (S) is a solution of (B).

For $i, \rho \in \mathbb{Z}$ put

$$
\beta_{i \rho}= \begin{cases}1 & \text { for } r_{i+\rho}>\frac{p}{2} \\ 0 & \text { for } r_{i+\rho}<\frac{p}{2}\end{cases}
$$

$$
\beta_{\rho}=\sum_{i} \beta_{-i \rho} s^{i} \in R
$$

Then we have

### 6.5. PROPOSITION.

(a) $\beta_{\rho}=\kappa_{0} s^{\rho} \in I$ for each integer $\rho$ ( $\kappa_{0}$ is Kummer's element),
(b) $f_{\beta_{\rho}}(t)=\sum_{v=1}^{p-1} \bar{v} t^{v}\left(\widetilde{v n}>\frac{p}{2}\right)$,
where $1 \leq n \leq p-1$ and $\rho=\operatorname{ind} n$, hence
(c) each solution of (S) is a solution of (B).

Note that A goh [1] proved in fact both systems (S) and (B) are equivalent in case 2 is a primitive root $\bmod p$.
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