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L2 DISCREPANCY 

O T O S T R A U C H 1 

(Communica ted by Stanislav Jakubec ) 

A B S T R A C T . Let X be a space of elements X with a measure dK , UJ = ( x n ) n
c

= 1 

be an infinite sequence of points xn G Y , UJN = ( x n j J L j be the initial segment of 

UJ . Fur thermore, let A(X,UJN) be a general counting function (i.e. any mapping 

X x YN —» R), X* C X , and g be a real-valued function defined on X . In this 

paper we derive 

f(MX,шN) _ Л2 A(XшN) = 

j V N ) XЄX* Лř^oo N УX ' 

I / Я l Л í / l л г I 1 

lim 
7V-+oc 

X 

in terms of certain relations between the above objects and addi tiona l s truc tures 

on X (measure, topology, and par tia l ordering). A general me thod of comput

ing L2 discrepancy / ( —-—~ — g(X) J d K is presen ted. Under cer tain 

x 
condi tions, we show the expression 

/ ( 
Щptì-g{x)ydX = л- £ ғA<g{Xm,Xn) 

' nг,n = l 

where a symme tric function Fj_,g(x7nixn) is de termined uniquely These re

sults are applied calculating the L2 discrepancy for special coun t ing functions 

A(X,UJN). This yields many old and new results. 

Mo t iva ted by the above expression we s tudy a generalized L2 discrepancy 
D F defined as 

N 
DF(x!,. ..,xN) := —y ^2 F(xnl,xn) 

7 7 ^ , ? ^ = l 

for any F: Y 2 —• R. We also discuss necessary conditions for classes of sequences 
having discrepancy DF . We ob tain, for such a class, that all dis tribut ion functions 
of UJ belong to a corresponding fixed set. Some result on the Baire proper t ies is 
added. 

A M S S u b j e c t C l a s s i f i c a t i o n (1991): Primary 11K06. Secondary 60E05. 
K e y w o r d s : Sequences, Dis tribut ion, Discrepancy, Measures, Topology, Order. 
1 Th is research was suppor ted by the Slovak Academy of Sciences Gran t 363. 
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OTO STRAUCH 

I . I n t r o d u c t i o n 

This paper is concerned with discrepancies of a class of sequences. We give a 
brief review. 

1. Defin i t ions and basic resu lts-
Let UJN — (xn)n=1 be a given finite sequence of real numbers from the 

unit interval [0,1]. For a subinterval [0, x) of [0,1], let the counting function 

.A([0, X),UJN) be defined as the number xn, 1 < n < TV, for which xn £ [0,x). 

The infinite sequence UJ — (xn)n%1 in [0,1] is said to be uniformly distributed 

if for every x G [0,1] we have 

lim 
ІV-*oc 

A([0,x),шN) 

N 

where UJN — (xn)^r

=zl, N = 1, 2,. .. . The sequence of numbers 

DN = sup 
xє[oд] 

A({0,X),UJN) 

7V 

is called the discrepancy of UJ . 

Systematic studies of uniformly distributed sequences were initiated by 

H . W e y l [14]. He proved the following qualitative result. 

The sequence UJ is uniformly distributed if and only if for every continuous 
function f: [0,1] —> R we have 

i л ' 

J i r n мУ,f(Xn) 
f(x) dx 

In the theory of uniform distribution, discrepancy is used to quantify the 
distribution behaviour of a given point sequence. For example J . F . K o k s m a 
[19] proved 

Let / : [0,1] be a function of bounded variation V(f). Then 

1 N 

-У 
N ^ 

n=l 

f(Xn] 

1 

ff(x) dx < V(f)D N • 

Thus the quantity of the approximation of the integral by arithmetic means 
is linked directly to the discrepancy of the sequence UJ . But first of all the per
tinence of the concept of discrepancy DN is revealed by the following criterion: 
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L2 DISCREPANCY 

The sequence UJ is uniformly distributed if and only if lim DN -=- 0 . 
jV-^oo 

which also comes from H . W e y 1 [14]. In this paper, we study discrepancy from 
this purely qualitative point of view. 

Note that the first extensive study of discrepancy was undertaken by v a n 
d e r C o r p u t and P i s o t [15]. A detailed survey of the results on dis
crepancy can be found in the classical monograph by L . K u i p e r s and 
H . N i e d e r r e i t e r [2]. 

2. General ization . 

Strictly speaking, we have to deal not only with one, but with several concepts 
of discrepancy (cf. [2; Chapter 2]). To unify various definitions of discrepancy, 
we start from the following general concept: 

Let Y be a set of elements x. Suppose we are given a class ft of se
quences UJ = (xn)n

<
=1 of elements in Y , viewed as a subset of Y°° . A sequence 

D(x\,. . ., x/v) of real-valued functions defined on YN , Ar = 1, 2 , . . . , is said to 
be a discrepancy1"1 of the given class ft if 

UJ (E ft 4=-> lim D ( x i , . . . , xyv) — 0 
7V-+OC 

for all UJ G Y 0 0 , where x\,... , X/y are the first N terms of UJ .^ 

For our present purpose (in main part) we restrict the attention to the case 
where the class ft of sequences is defined with respect to a counting function: 
Let X be a space ^ of objects X. For a positive integer N and an object X , 
the counting function A(X,UJN) be any real-valued mapping / l : X x YN —> R. 
In most cases A(X,UJN) — # { n < N; I R x n } , where R is a relation on 
X x Y and u;/y — (xn)^=i £ Y ^ . Now consider the class fiU,g °f aU sequences 
uj E Y°° for which 

A(X,UJN) 

itl~--N~~^9{X) (1) 

for X E X*. Here g is a given real-valued function defined on X , X* is a given 
subset of X , and UJI\J is the initial segment of UJ formed by the first N terms of 
UJ . This function g may be called the asymptotic distribution function or limit 
law of UJ . Sequences UJ having this property are called g-distributed on X . This 
definition is a generalization of the familiar definition of the ^-distribution [6] 
as extended to X . 

J) More adequate fi-testing sequence of functions. An interesting more general notion of a 
test selecting certain class ft of sequences was introduced by R . W i n k l e r [10]. 

2^Tlie first and most natural question to ask is of course whether discrepancy exists at all 
for an arbitrary class CI. A negative answer is due to M . G o l d s t e i n [12]. 

: ^se t , class of sets, etc. 
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OTO STRAUCH 

The discrepancy test for u € OA,g does not require determining the counting 
function A(X, UJN) at all objects X. To obtain an explicit representation of a 
discrepancy of the class H ^ 0 , the object X must be eliminated from the given 
definition (1). 

One elimination technique of getting a discrepancy of FlA,g 1s to evaluate the 

following supremum4) 

' A(X,wN) 
sup 

xex* 
N 

9(X) 

/ < 

We shall present here other method whose result is known as the L2 discrep
ancy 5) 

(mp>l - g{X)y dX . (2) 
X 

The L2 discrepancy has ben studied in some detail by H . N i e d e r r e i t e r 
[18]. 

Of course, to compute (2) we first need an integration theory on X . On 
account of the known results we see that the study of the L2 discrepancy also 
depends on the definition of a topology and an ordering on the space X . The 
main purpose of this article is to establish a relation between these structures 
which shows that L2 discrepancy (2) is a discrepancy of flA,g • Our results are 
further applied to obtain discrepancies for special classes. 

We disregard a question whether Q>A,g r^ 0-

3. Ou t l ine of pape r . 
Thus, when applying the method of L2 discrepancy presented here we pro

ceed from the definition of a suitable topology, measure and partial ordering 
on given X . By analyzing all classical L2 discrepancies it will even be possible 
to prove, in Part II (Theorem 1), that under additional assumptions for these 
structures on X , (2) is really a discrepancy of flA.g- From the metrical point 
of view (Theorem 2), when L2 discrepancy (2) ranges to zero, by selecting a 
suitable sequence of indices jY, one can only guarantee the existence of the limit 
of (1) almost everywhere. 

The rule (Theorem 3) for computing the L2 discrepancy is extremely simple, 
it expresses (2) in the form 

/ ( 

A ( V \ \ 2 -, N 
A(X,uN) , A AV 1 

N 
\ 1 

9W) dX = Ňl E FA,. 
y- m , n = l 

4 ) This supremum norm is sometimes referred t o as the extreme discrepancy. 
5 ^ T h e integral (2) is said to be the L2 discrepancy of given co/v and g, with respect to 

A(X,u,N). 
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L2 DISCREPANCY 

for a general counting function A(X, cOjy) . 

In accordance with this expression, the notion of L2 discrepancy can be 
viewed as a special case of the following discrepancy. Define 

1 N 

DF(x1,...,xN) := — ] T F(xm,xn), 
m,n=l 

where F(x,y) is any real-valued function on Y 2 . 

In Part III, we shall describe characteristic properties of a class ft with such 
a discrepancy. We shall see (Remark 3), under additional assumptions on X and 
F, there is a fixed set S of distribution functions on X such that 

UJ eft <=> G(uo) C 5 , 

for all cO £ Y°° . Here G(cO) is the set of all distribution functions of cO. 

We shall note (Theorem 5), for continuous and bounded F , that Dp(u)N) 
tends to zero independently on finitely many terms of a given sequence cO. This 
condition indicates when the class ft with discrepancy DF is a F^-set of the 
first Baire category (Theorem 6). 

In Part IV, we have applied Theorems 1 and 3 to lists of L2 discrepancies 
available to us. Our results contain those already known for the usual notion of 
counting functions and give new ones for a general A(X, cOjv). 

Let us begin with the exact formulation of Theorems 1-7. 

II. Main results 

In connection with measure theory we can consider essentially four conver-
r i T A(X, cOjv) t v r 

gence concepts tor the limit -r-. > 9\X), so lar: pomtwise convergence, 
convergence a.e., F2-norm convergence, and stochastic convergence. Our next 
aim is to formulate conditions that the L2-norm convergence and pointwise con
vergence are equivalent. The idea is to start from a proof known for uniformly 
distributed sequences and reformulate it into the language of measure theory, 
topology and ordering. 

THEOREM 1. Let X be a space of objects X with a topology and a finite 
a-measure dX with the Lebesgue integral,6' partially ordered by -<. Further
more, let cO = (xn)n

<Ll be a fixed infinite sequence of points xn £ Y . with an 

()) In the sequel, if we speak of the Lebesgue integration theory, it will be tacitly assumed 
tliat the classical theorems of the Lebesgue integral in the n-dimensional Euclidean space are 
satisfied. For reference, see K . J a. c o b s [1]. 
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initial segment LON = {xn)^=1 . Finally, let A{X, LON) be a given counting func
tion, g a real valued function defined on X ; and X* C X . Suppose that the 
following assumptions are satisfied: 

(i) -L 1— g{X), N = 1, 2 , . . . , are square-integrable and uniformly 

bounded functions a.e. on X ; 

(ii) for every X G X* . the sequence ~ . TV = 1, 2 , . . . . is bounded; 

(iii) X* is a subset of the set of points of continuity of g ; 
(iv) X — X* is a null set; 
(v) for any X0 G X* . every open neighbourhood O of X0 has measurable 

intersections O n {X G X ; X -< X0} and O n {X G X ; X 0 -̂  X } o/ 
positive measure; 

(vi) {monotonicity) X < X' = > A(X,^/v) < ,4(X',u;jv) /or X, X ' G X 

and cO/y E Y ^ . 

Tben 

^ / ( ^ r ^ - ^ » ) 2 d X = 0 (3) 

z/ and only if 

l i m
 A ( * » " " ) = ( x ) / o r e a c / l X G X * . (4) 

P r o o f . The implication (4) = > (3) follows by using (i) and applying 
Lebesgue's theorem on dominated convergence. 

In order to show the implication (3) =4> (4), consider 

A{X0,LUN) Y * 
lim — ^ g(X0) for some X 0 G A , 

N-+OG N 

and put /? = c7(X0). Selecting a suitable subsequence {Nk)T=i o f positive inte
gers, one can guarantee the existence of a limit 

Um A(xo ^ J = Q ^ ^ 
k—»oo iv/-

We consider only the case a > (3, the case a < j3 being analogous. Then 
choosing a neighbourhood O of X 0 and a positive integer k0 such that 

s W < / ? + ^ j ^ for XeO, 
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L2 DISCREPANCY 

and 

A(X0,«;Nk) > a-l ^ ^ 
Nk 4 

we conclude, from the monotonicity (vi), that 

2 „ \ 2 
A{X^Nk) g{x)\ >fa^± 

Nk »^>) - V 2 

for k > k() and I e O n { I e X ; x0 ^ X} • Thus, by (v), one concludes that 

x 

• 
R e in a r k 1. The equivalence (4) <=> (3) remains valid if X* is extended 

to a large set X** of elements X0 e X which can be described by the following: 

(vii) ArQ is a point of continuity of g; 

(viii) there exist two sequences ( I n ) ^ = 1 and ( X ' J ^ in X* such tha t 7 ) 

Xn -< X0 -< X' for n = 1, 2 , . . . , and lim Xn = lim Xn = X0 . 
n—>oo n—>oo 

Thus the class of sequences u e Y°° defined by the limit of (1) for X £ X** is 
the same as the class ftA^g and hence, L2 discrepancy (2) is a discrepancy of 
this class, assuming (i) - (vi) . 

R e m a r k 2. It should be noted that Theorem 1 works also in the case if we 
replace the assumptions (v) and (vi) by the following 

(v') for any X() E X* , every open neighbourhood O of X0 has a positive 
measure; 

, . ,x A(X , LUN ) Ar r t . • v* 
(vi ) —-—--r , N = 1, 2, . . . . are umformly continuous on X ; 

without requiring the partial ordering -<. By uniform continuity we mean that 
given any X0 £ X* and any e > 0 there is an open neighbourhood O C X of 
Xo such that for all X £ 0 and N = 1,2, . . . the inequality 

A(X,шN) A(X0,шN) 
N N < є 

7 ) l f g(Xo) = min y(X), then (viii) may be replaced by the following conditions: g(Xo) < 
A £ X 

lim inf —'-~ir?-^— , No -< K' for n = 1 ,2 , . . . , and lim Xn = Xo; similarly for maximum. 
N - - + O O IV 7 J.—>DO 
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is fulfilled. Here cO/y = (xn)n=i and the infinite sequence UJ = ( x n ) ~ = 1 G Y°° is 

fixed.8) 

If we cannot find an ordering and a topology on X for which both of the 
assumptions (v) and (vi) of Theorem 1 (or alternatively (v') and (vi') of 
Remark 2) would be satisfied, then we have only the following weak theorem: 

THEOREM 2. Let X , dX, Y, LO , uN, A(X,LUN) , g be defined as above, and 

suppose that 

(i) — ' - 9(X) J N — I? 2 , . . . , are square-integrable and uniformly 

bounded functions a.e. on X . 

Then, from the zero-limit of L2 discrepancy 

^/{Щг1-«*>)'<* = <>• (.) 

it follows the existence of an increasing sequence (Nk)kLi of natural numbers 

such that 

lim A^X^N^ = g(X) for almost all X e X , (**) 
k—+oc Nk 

and vice-versa, almost convergence (**) implies L2-norm convergence (*) for 

the index set (Nk)^L1 • 

P r o o f . L2-norm convergence implies stochastic convergence, and [1; p. 143, 

12.7. Corollary] every stochastically convergent sequence has a subsequence that 

converges a.e. to the same limit. Conversely, Lebesgue's theorem on dominated 

convergence can be applied. • 

There is a still simpler method of determining the L2 discrepancy. 

THEOREM 3. Let UJN = (xn)^l be a finite sequence in Y . For 1 < n < N . 

let (xn) be a sequence of one-elements from cO/y . and put X n = {X £ X ; 

8 ; Assuming (v') and (v i ') , in an a l ternative proof of (3) ==> (4), one uses a neigh

bourhood O of Ko with a positive measure for which g(X) < /3 H - ~ - and -^ — > 

a - 3 
a — holds for X £ O and k > ko • (4) -===> (3) follows as in the previous proof of 

Theorem 1. 
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L2 DISCREPANCY 

A(X, (xn)) = l } . Suppose the counting function A(X,cO/v) and an a-measure 
dX satisfy the following conditions: 

N 
(i) (the additivity) A(X, cOjv) = ]T A(X, (xn)), and A(X,(xn)) = 0 or 

n=l 

1 for 1 < n < N, 
(ii) £be set X n is dX-measurable for 1 < n < iV. 

Fben tbe L2 discrepancy of cOyy wit/i respect to A(X,UJN) satisfies 

A(X,uN) _ g { x ) \ 2

 d X / ( 
X 

ŻV ŻV 

Jg2(X)dx-^J2 fg{x)dx + jL £ J i .dx 
Y n = 1 ү rn,n = l ү n Y 

The above expressing of the L2 discrepancy immediately yields the following 
alternative expression 

[(Щ^-ÇІXІЇІX^J; Ê W 
ү ^ ' ra,n=l 

N 

\^mi Xn) , ^O) 
\ i V / i V ~ *̂—̂_1 

X 

where 

FA,g(xm,xn) = Jg2(X)dX- J g(X) dX - J g(X) dX + J 1 • dX . (7) 
x Xm Xn XmnXn 

Moreover, if the L2 discrepancy can be expanded into the sum 

1 N 

Jp A-J G(xm,xn) 
m.n—l 

and G(x, y) == G(y, x) for all x, y, then G is uniquely determined as G = FA,9 • 

P r o o f . Let cxn(X) be a characteristic function of the set X n . Here it is 
sufficient to express the counting functions A(X,U>N) as 

N 

A(X,uN) = J2^n(X), 
T ì . = l 
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and, when calculated the L2 discrepancy of uoN , the desired equality (5) follows 
immediately. To obtain the uniqueness of FA,9 , we can look for the values N = 
1,2 in (6). • 

As we have already initiated in our Introduction, consider now the new con
cept of L2 discrepancy putting: 

1 N 

DF(xu . . . , xN) := — Y^ F(xm, %n) , 
777,77 = 1 

where F(x,y) is any given real-valued function on Y 2 . 

We will prove certain necessary conditions for the existence of discrepancy 
DF for a given class ft. 

I I I . N e c e s s a r y cond i t i ons 

To obtain a characterization of a class ft with the discrepancy DF we 
shall need a theory of distribution functions. On multidimensional unit cube 
Y = [0, l ] s we know such a theory, and thus any class ft C ([0,1]*)" with 
discrepancy DF with bounded continuous F can be characterized by the set-
inclusion (which we shall prove in Theorem 4) 

u; G ft <=> G(u)) C G(F) 

for 'JO 6 ([0, l],s) . Here G(uo) denotes the set of all distribution functions of u;. 
and G(F) is the set of all distribution functions g for which 

F ( x , y ) dflf(x) d.g(x) = 0. 

[0.F* [0,1]* 

Especially, any class ft/i.o C ([0, l]'s) with L2 discrepancy has this property. 

The set of distribution functions on Y = [0, i]'s may be defined in the fol

lowing manner (cf. [22; pp. xi-xiv]) : 

Starting with an auxiliary space X =• | [ 0 , x ) ; x £ [0, l]'s'} and an auxil

iary counting function A([0,x),iO/v) — #{™ < N ; x?7 G | 0 , x ) } . and for any 

probability measure P defined on Borel sets in [0,1]% 7>([0,x)) is said to be 

a distribution function on X . For a given sequence cO — (x n )^ ; r l in [0, l|'s. 

P ( [0 ,x ) ) is said to be a distribution function of u if 

, l l m M = 7 ( l ° ' X J 
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for a suitable sequence of indices Nk and for all continuity intervals of P. In the 

end, we transmit distribution functions P([0,x)) from X to Y by P([0,x)) — 

In the general case, we shall copy this method, with the following differences: 

We shall not transmit distribution functions from auxiliary space X to Y , but 

we shall transmit F(x,y) from Y 2 to X 2 using partial ordering <̂ on X , 

assuming the existence of X(x) := inf{X E X ; A(X,(x)) = l } and putting 

F(X(x),X(y))=F(x,y). 

For various auxiliary spaces X and A(X^u^) we have various meanings of 
the following definitions, and thus we have various characterizations of a given 
fixed class ft with discrepancy Dp • 

1. D i s t r i b u t i o n funct ions . 

Let Y be a. given set with a topology, and Y°° be a space of sequences 

cO with the product topology. Furthermore, let F(x,y) be a given real-valued 

function continuous and bounded on Y 2 . Assume that we have an auxiliary 

topological space X with measure dX and a counting function A(X.uo^) and 

partially ordered by -< . 

A distribution function in X will be any g: X —* R satisfying 

Inn = g(X 
A'—oc A 

lor some ^ G Y X and selected A7 and for all continuity points X of g. 

Two distribution functions are identified if they have the same points of 
continuity and their values coincide over all such points. 

By G we mean the set of all distribution functions on X . 

For the following, we suppose that we are given, for every distribution func

tion g E G. a Lebesgue-Stieltjes measure dg(X), and we assume the validity of 

the following versions of theorems of Helly. 

" F I R S T THEOREM OF HELLY". Given a sequence gn E G, then there exists 

a subsequence (kn)^rz{ of natural numbers and, g E G such that 

lim gkJX) = g(X) 

for all points X of continuity of g . 

"SECOND THEOREM OF HELLY". Given a sequence gn e G which con

verges to g E G for all continuity points X of g, we have 

J J H(X,Y) dgn(X)dgn(Y) = j f H(X.Y) dg(X)dg(Y) JШ1 
-->oe 

X X X X 
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OTO STRAUCH 

for any bounded continuous function H: X 2 —+ R. 

Now, let g: X —> R be a given distribution function, and let cO = (xn)£Li 
be a fixed infinite sequence of points xn G Y , with an initial segment UJN = 
(xn)n=i - K there exists a subsequence (Nn)^L1 of the natural numbers such 
that the relation 

n--oo J\jn 

holds for every point I G X of continuity of g, then g(X) is called a distribution 
function of the sequence UJ . 

The set of all distribution functions of the sequence UJ will be denoted by 

G(w). 
Let us consider the moment problem 

/ / • 

F(X,Y)dg(X)dg(Y) = 0 

x x 

in distribution functions g: X —•> R, where F ( X , F ) is continuous and bounded 
on X . 

We denote G(F) the set of all solutions g G G of this moment problem. 

For any x G Y we put X(x) = {X G X ; A(X, (x)) = l } and assume that 
X(x) is measurable and has an infimum X(x) in X with regard to the partial 
ordering -<. To a given real-valued function F(x,y) defined on Y 2 we shall 
define F(X,Y) on X 2 by F(X(x),X(y)) = F(x,y). 

There is a close connection between G(UJ) , G(F), and a zero limit of 
DF(^N) • We now establish the required connection. 

THEOREM 4. Let Y, F(x,y), UJ, CJN , X, dX, A(X,uN), -<, G, G(UJ), 

G(F), X ( x ) , and X(x) have the same meaning as in the above definitions. 
Suppose we are given the Lebesgue-Stieltjes integration theory on X for any 
g G G. Moreover suppose that the following assumptions are satisfied: 

(i) With the above notation, the First and Second Theorems of Helly hold 

in G; 
(ii) for every x G Y ; the set X(x) is measurable and has an infimum X(x) 

in X with regard to the partial ordering -<; 
(iii) assume that the mapping x —+ X(x) is onto and for any (X(x)^X(y)) 

= {X(x'),X(y')) let F(x,y) = F(x',y'); 
(iv) for every x,y G Y and every bounded continuous H: X 2 —> R the 

following Lebesgue-Stieltjes integral becomes 

J J H(X,Y) dcx{x)(X)dcxiy)(Y) = H(X(x),X(y)) ; 
X X 

612 



L2 DISCREPANCY 

(v) for every LUN G Y ^ and X £ X the counting function A(X, uN) 
N 

satisfies the additivity A(X, UJN) = ^ A(X, (xn)) . and A(X, (xn)) = 
n = l 

0 Or 1 . 

Then 

1 N 

G(u)cG(F) <=^ Jim — T F(x m ,x n ) = 0 . 
m , n = l 

P r o o f . We write 
A(X,LON) 

FN(X) = 
N 

in the proof. Using the assumptions (iv) and (v), for the Riemann-Stieltjes 
integral, we have 

i " 

F(X,Y)dFN(X)dFN(Y) = -^ Y, F(x^xn)-
-£ y^ m,n=l 

Suppose that lim FNk(X) — g(X) for all continuity points X of g. Then, 
k—>oc 

applying the Second Theorem of Helly, we find 

l̂im J J F(X, Y) dFNk (X) dFNk (Y) = J J F(X, Y) dg(X) dg(Y), 
X X X X 

and the implication u < = " follows immediately. 

In order to show the implication "=->", consider 

lim •—-o V " F(x m , .x n ) = f3 > 0. 
*•->oc Nkr *-** 

*• m , n = l 

By the First Theorem of Helly, there exists a subsequence (Nk)^=1 of (Nk)^=1 

such that lim FN' (X) = g(X) G G(uo). Again, by the Second Theorem we find 
k—>oc *' 

/ / F ( X , y ) dg(X) dg(Y) = /?. We conclude # £ G ( F ) . • 
x x 

In the following, the independence of cO E ft on finitely many terms of OJ is 
deduced for Q having discrepancy Dp. 
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THEOREM 5. Let ft be a class of sequences with discrepancy DF, and suppose 
that F is continuous and bounded on Y 2 . Then, for every uo = (xn)n

<Lzl G Y°° , 

( x i , . . . , x n , x n + i , . . . ) G ft = > ( 2 / i , . . . , y n , x n + i , . . . ) G ft 

for arbitrary n = 1,2, . . . and any ( y x , . . . , yn) G Y n .9) 

P r o o f . This immediately follows from 

lim (DF(xu . . . , xM+N) - DF(xM+1,..., x M +N ) ) = 0 
jV—>oo v 7 

for M = 1, 2 , . . . , and u = (xn)£=i G Y ° ° . D 

The continuity of F leads to the following result on the Baire properties.10) 

THEOREM 6. Suppose F is continuous and bounded on Y 2 . and Y°° — ft / 0 . 
Then the class ft with discrepancy DF is a Fas-set of the first category in Y°° . 

P r o o f . DF(x\,... ,xN) is continuous on Y ^ , N = 1, 2 , . . . , and we can 
extend DF(xi,..., xN) on Y°° by DN(u) — DF(x\,..., xN), where xi,... ,xN 

is the initial segment of cO. Putt ing 

í î r a ,^{^Y°°; Dm(u,)<|}, 

we shall show that the intersection f] ftmjk is a nowhere dense set for k > k0 
m=n 

and n = 1, 2 , . . . . This will prove our theorem, since1 1 ' 

OO OO CO 

fi = П U П *w • 
k=ln=l m=n 

For the proof of nowhere-density of f] ftm^ we require that 

.(^(C^Y^-п, 
9 ) Q is called terminal. This notat ion is from R . W i n k l e r [10]. 
1 0 ) Compare with [10; Theorem 8], [2; p. 184, Theorem 2.3], and [12; 1.3. Fact]. 
1 : L ) T h e FcrS-property of H is implied by a similar expression of 17 employing the closure 

of &rn,k-
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and Djv(-^°^) > -r- for infinitely many TV. We shall additionally suppose that 

^ ^ W C i ^ n Гì̂ W' 

where G is an open set in Y°° having the form 

G i x • • • x Gs x Y x • • • x Y x 

Then, there exists TV with N + s > n such that 

DN+A{x?\...,x?\x?\x?\...))> 
k0 + l 

Because of the continuity of DN+S the last inequality can be extended over an 
oo 

open G° C G , and consequently G° n f| flm,k = 0 for k > k0 • • 
rn—n 

Finally, based on our concept of discrepancy Dp, we give a generalization of 
[2; Exercise 2.11], 

THEOREM 7. Let ft be a class of sequences u £ Y°° with the discrepancy 
Dp . Let Y be a metric space with the metric d and let F satisfies 

\F(x,y)-F(x',y')\<c-{d(x,x') + d(y,y')) 

for x.y,xf,yf £ Y , where c > 0 is a constant. If oo — (xn)n
<L1 G ft and 

u = (y»)'if=i e Y O C satisfies 

I
 N 

J1"1 Ty2d(Xn,yn) = 0, 
N—>oc N L—' 

?. .= 1 

then cD G ft. 

P r o o f. The proof is obvious. • 

Our elementary method presented by Theorems 1 and 3 can be applied to 
the following concrete examples of counting functions A(X,LJN) and spaces X . 
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IV. Appl icat ions 

We begin by giving a few basic facts about the usual counting functions. In the 
following paragraphs in most cases the space X will be formed by intervals from 
one-dimensional or multidimensional unit square and for such X the measure 
and topology we shall identify with Lebesgue's measure and Euclidean topology 
on [0, l)s. The ordering -< on X will be the set-inclusion, and g: X —> R will 
be a distribution function defined by Part III (which coincide with a classical 
definition in [22; pp . xi-xii i]) . 

We shall first establish the L2 discrepancy of uniformly distributed sequences 
(abbreviated u.d. sequences). 

1. One-d imens ional un i fo rm d i s t r ibut ion . 

We give here four results. 

1 ° . Let us take X = [0,x) C [0,1] and Y = [0,1]. The usual notion of 

-4([0, x),u;yv) of a finite sequence cOjv — (%n)n=i m l®' 1] ls g l v e n by 

A([0,x),uN)=#{n<N; xn e [ 0 , x ) } , 

and for the classical one-dimensional L2 discrepancy, the following are known 
[1; pp. 144-145]: 

1 A^x)^-r]2
dx = ± f Fir r) 

' * m,n=l 

where 

1 x2 _)_ y 2 

F(x, y) = - + max(æ, y) 
3 

= x 

i 

5 ) ( » - І ) + / ( < I + '>-.)(<» + '>-5)<~-

Here {x} denotes the fractional part of x. Theorems 1 and 3 also work in this 
case and give the same results. 

2° . Note that the L2 discrepancy can also be expressed by [1; p. 110] 

/ ( 'X

N

UJN - X ) dx = JH J2 G(xm,:rn), 
m,n — \ 
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where 
^ CXJ 

/) 

h=l 

In this case the function G(x, y) is asymmetrical, but 

G(x,y) + G(y,x) 
F(x,y) 

3° . An expression other than above can be obtained for the L2 discrepancy, 
namely (cf. [18]) 

7V 
f(A([0,x),u,N) __Ydx = _L_ + l Y (x _2n^ 

J { N X ax UN2 + jV - ^ V n 27V ) 
J
Q

 v 7 m , n = l 

provided that xi < ;T2 < ' ' ' < XN • 
4° . There is another counting function A(X, cO/y) for obtaining the L2 discrep
ancy for the class of u.d. sequences. Let us consider the space X of all contin
uous functions / : [0,1] —» R satisfying / (0) -= 0. For a given finite sequence 
u;N — (xn)^=i in [0,1] and / £ X we define the counting function 

N 1 

A(f,uN) = ] P / ( x n ) , and let # ( / ) = / / ( x ) dx . 
n = l ^ 

Under the norm | | / | | = sup \f(x)\ and with the usual Wiener measure d / , 
a,G[0,i] 

the set X forms a space satisfying the conditions of Theorem 1 in the version 
of Remark 2. Then the following L2 discrepancy 

A(Í^N) 

N 

1 2 

Jf(x)dx) d/ 

again characterizes the class of u.d. sequences.12) But it is known (cf. [21; p. 80]) 

that 

f(xm)f(xn) d/ = , 

X 

12)The restriction /(0) — 0 is insignificant, since 

A( / - /(0),o;N) ) A(f^N] 
N 

J(f(x)-f(0))dX=éH^l-Jf(x)dx. 
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and consequently 

1 1 2 

'fMjnX)dx)df = ^-£t J(Jnx)dx) d/ = i, 
X ^ 0 X 0 

and then such the L2 discrepancy is equal to one-half of the classical L2 dis
crepancy described in 1° . • 

2. ^ - d i s t r i b u t e d s equences . 

1° . Let us apply the method of Theorem 3 to the same counting function 

.A([0, X),LJ/V) • We find,13^ by formulas (6) and (7), 

}(A{[0,x),u>N) \2 1 A 
/ ( jy •?(*) ) dx = - ^ >^ F.4,.,(~m,-„) • 
0 ?п.,r?.:---T 

where 

i i i 

2 EA,9(x,y) = / £2(í) dť - / g(ť) áí - / g(ť) dí + 1 - max(.r,y) 

Using Theorem 1, one can show that the L2 discrepancy is a discrepancy of the 
class of all sequences with limit law g(x). 

2° . It should be noted that if g is continuous on [0,1] and F is the same 
function as in Paragraph 1 (1°), then 

1 N 

DF.g(xux2, • . . , xN) := J^J ^2 F{y(xin)ifj('xr,)) 
rn,n= 1 

is again a discrepancy for the class of sequences having g as their limit law. This 
folkrws from the following fact (cf. [2; p. 68, Exercise 7.19]): 

If g is the continuous limit law of the sequence u) = (xn)n
<Ll in [0, 1] , then the 

sequence g(u>) = (g(xn)) is u.d. • 

1,3^ Compare with [8; Theorem 
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3. Statistically convergen t sequences. 

1° . Let u; = (xn)n
<

=1 be a sequence of real numbers. The cO is said to be 
statistically convergent to the number a provided that for each e > 0, 

lim — # | n < N ; \xn — a\ > e] = 0 . 

The definition of statistical convergence was given by H . F a s t [16] and 
I . J . S c h o e n b e r g [17], independently. As in S c h o e n b e r g [17] we 
see that 

For a E [0.1] let ca(x) be the one-jump function which has a jump of size 1 at 
a . The sequence UJ = (xn)n

<_1 C [0,1] is statistically convergent to the number 
a if and only if the sequence to admits the limiting distribution ca(x). 

Choose g(x) = ca(x) in the above function FA,O • Then, we get 

_ ( , \x — a\ \y — a\ \x — y\ 
FA.9(X, y) = — £ - + —2 — . 

We thus have the L2 discrepancy 

1 A' 1 N 

D(.T, . .To, . . . , XN) = - ^ K ~ a \ - ^ 2 Y, lX'" - X"i 
n = l m,r?. = l 

for the class of sequences statistically convergent to a. 

2° . To illustrate Theorem 4, we consider F(x,y) = \x — y\ and every distri
bution function defined on X = {[().:r); x G [0,1]} we shall identify with a 
nondecreasing /;: [0. 1] —̂  [0, 1]. For any such g we have 

l i 

\x — y\ dg(x) dg(y) = 0 <=> g = ca for some a E [0, 1] . 

o o 

Thus, the discrepancy 

1 N 

DF(XU . . . , XN ) = ~~~ ^ \X™ - xn\ 

in ,n = l 

characterizes the class of all sequences uo satisfying G(UJ) C [ca(x) ; a E [0,1]} . 
• 

The following example demonstrates that the notion of diaphony can be 
viewed as a special case of the L" discrepancy. 
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4. Diaphony . 

Let us consider the case X — [x, y), Y = [0,1], and 

A([x,y),uN) - # { n < TV; xne[x,y)}. 

Applying Theorem 3 once again, 

0 < x < y < i 

where 

/ (4Щ^-Ф,V)) ^ = ^Z^ 
J ^ V / m,n = l 

N 

A,q\Xnn Xn; 

xm I 

FAig(xm,xn) = / g 2 (x,y) d x d y - dx g(x,y) dy 

0 < x < y < l 0 xm 

xn l 

- dx g(x,y) dy + m i n ( x m , r n ) - x m x n . 

b xn 

The function g(x,y) is supposed to be continuous on 0 < x < y < 1 and 

g(0,1) = 1 for this moment. Theorem 1 shows that the L2 norm convergence 

and the pointwise convergence of A([x,y),tvN)/N - g(x,y) are equivalent for 

X* = {[x, y ) , 0 < x < y < l } . Since 

A([0,e),uN) A([s,l~e),LQN) A([l-eA)^N) ^ 

N + N + /V 

and g(e, 1 - e) -> 1 as e -> 0, we obtain small A([0, e),uN)/N for sufficiently 

small s and large iV. This clearly shows that the equivalence of convergences 

can be extended to X** = {[x,y) , 0 < x < y < l } . Therefore, g(x,y) = 

g(0,y)-g(0,x) and nA,p(x, y) = ^ W o , * ) , i.e. the above described I2 discrep

ancy is also a discrepancy of the class g(0, .redistributed sequences other than 

in Paragraph 2. Furthermore, for any measurable jj)(x,y) — ip(O.y) - v(0, .r) . 

we have 

l l 

/ ^2(x,y) dxdy = ^ / fty(0,y) - V'(<M0)2 (b'(1?/ 
0<x<?y<l 0 0 

1 / 1 x 2 

= / V ( 0 , z ) dx - ( frl>(0,x) dx) , 
b ^ b ' 
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and hence the L2 discrepancy is representable in the form 

/ ( 

A([x,y),uN) x 2 

N 
0<x<y<l 

g(x,y)\ dxdy 

' Л«°-"-""> ,(0,,)Vdx-f/(íí!!!#î2îl-ł(0,x)|dx 
N »v">~м / v N 

According to Z i n t e r h o f [11], this L2 discrepancy may be called a diaphony. 
In K u i p e r s [3] the following expression is given 

1 ^->-> 9(„.I)VdI-(/r^#^)-9(o,„)d,V 
N ^к— i y y ^ 

^ 0 

ІV 

2тг2 ^ /г2 ІV - ^ j 
b,= l n = l п 

/гx dø(0,x) 
2 

which, in the case c/(0, x) — x, was given by W . J . L e V e q u e [4]. • 

We arrive now at the multidimensional case in which Theorems 1 and 3 are 
usually applied. 

5. Mu l t id imen s iona l un i form d is tr ibu t ion . 

Let us take 

= ( ( ^ , , i , . . . , x n ^ ) ) ^ = 1 C [0,1]% uJ ДГ 

and 

.4([0..r 1)x-.-x[0,.r,).u,'A ;) = # { n < N ; ( x ? u , . . . , £„.,.,) E [0, x x )x - • -x [0 ,x , )} 

Then 

/ (-'(l"-r->x
 A.x "'• •''•'•^ -„(, , . , ) V . . d x . 

[ « » " i ] " 

1 iV 

TJ Yl FA.g{(^m.l^--,Xm./)),(Xn,l,---,xu,s)), 
N 

771,77 = 1 
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where 

" A,g \\<Em,l -> • • • ? ̂ ni^s), \Xn^i, . . . , Xn^s) j 

1 1 

= / g2(xl,...,xs) dxi ...dxs - / dx1 .. . / g(xx,. . . ,xs) dxs 

[ 0 , l ] s xm,l xm,« 

- /%„. . . / , . - . j^ .nc-^- . . - . , , . 
x n, 1 x n, s 

For g(xi,.. ., xs) = x\ .. . xs we mention the following known result (see [13]): 

f / A . ( [ 0 , x 1 ) x - - - x [0,XS),LUN) \ 2 

/ I JJ xi...xs\ d x i . . . d x , 

[o,i]* 

1 1 N s 1 N " 
= V+IP 5Z I K 1 " max(xmJ,xn.j)) - ^—^ J2 I T 1 ~ xn,j) • 

r n , n = l j=l n=l j = l 

D 
There are some interesting counting functions for which the conditions of 

Theorems 1 and 3 are not satisfied, among them, another variant of discrepancy 
of the class of u.d. sequences is the following. 

6. A variant of the L2 d iscrepancy for u.d. sequences . 

1 ° . Let X = ([0,x),y), where [0,x) C [0, 1], y e [0,1], and uN = (xn)n=i G 

[0,1]^. Let the counting function A(([(), x), y),uN) on the space X = {([(), x), y); 

0 < y < x < l] be defined by the equality 

A(([0,x),y),uN) = # { ( r a , n ) ; m,n < N , xm, xn e [0, x), \xm -~ xn] < y) . 

It can be shown as in [7] that the limit 

A(([0,x),y),uN) n^ 2 

N^oc v N 
lim ' — = 2xy — y for 0 < y < x < 1 

again determines the class of all uniformly distributed sequences in [0, 1]. In 
this example the additivity condition (i) of A(([0,x),y),uN) of Theorem 3 is 

violated. On the other hand, for uN2 = ((max(;rm , xn), \xm — x1}])) , we 

have 
A(([0,x),y),uN) =A([0,x) x [0,y),uN2) , 
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where the right-hand side is defined in the preceding paragraph. It can be easily 

seen that A([0,x) x [0, y),uN2) is satisfying (i) . Thus, from Theorems 1 and 3 

we can infer the following variant of the L2 discrepancy for the class of uniformly 

distributed sequences other than in Paragraph 1. 

/ ( 

A([0,x) x [0,y),шNз) 
- (2xy-y ) dxdy 

0<?y<x<l 

N 

2 

7X7"4 ' -*• A,2xy — y2\xmixn-> x r i %s) • 

ra,n,s,r=l 

A straightforward calculation shows that in this case 

23 
FAaxy-y2(Xm,Xn)Xr,Xs) = — + A(uUVi) + A(u2)V2) + B(uX, VX, U2, V2) , 

where 

At \ V l V l U l U \ V \ U \ V \ 

*(»..«.) = y - y + l T - ^ + V ' 
max 2 (u i , u2) 

B(ui,vi, u2l v2) = — max(fi, v2) h max^wi,^) max(i!A, v2), 

and 

Hi == max(,xm, xn), f i = \xm — xn\ , u2 = max(x r , xs), v2 = \xr — xs\. 

2° . Note that in [7] we have proved the following result: 

Let to = (xn)n

<L1 be a given infinite sequence in [0,1] , and let Co be the sequence 
consisting of all the distances \xm — xn\, ra, n = 1, 2 , . . . , ordered so that the 

first N2 terms are UJN2 = (\xm — xn\) . Then uo is u.d. if and only if UJ 

has the limit law 2x — x2 . 

This and the L2 discrepancy in Paragraph 2 (2°) also implies that u is u.d. 

sequence if and only if 

1 N 

^1 AT/1 / l-̂ P*?n %n\ \^rn %n) ? £\Xr Xs\ \Xr Xs) J U , 
N-*oc iV4 L—' v ; 

rn,n ,7% .s=l 

where F is the same as in Paragraph 1. • 

There is an example of counting function for which the monotonicity condi
tion (iv) of Theorem 1 (or uniform continuity (vV) of Remark 2) is not satisfied. 
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7. D iophan t ine approximat ions . 

For a given finite sequence uuN = ((xn, zn)) in [0, l ] 2 , a point x £ [0,1], 

let us find the L2 discrepancy of the counting function A(x, UJN) defined by the 
equality 

A(X,LUN) = # { n < jY; \x - xn\ < zn) . 

This A(x,u)N) satisfies the additivity requirement (i) imposed in Theorem 3, 
thus we can again set 

l 

J(м^ï.g{xЛ\^l.2±Fл 
J

Q

 Ч 7 m , n = l 

.gy^mi %n 

where 

i 

FA,g(xm,xn) = / g2 (x) dx - / g(x) dx - g(x) dx 

0 (Xrn-Zm ,Xm + Zm )H[0,l] (xn-Zn ,.Tn + Z n ) n [ ( ) , l ] 

i \\^m zmi %m, i zm) ' ' \^n zn; J'?> ~i Zn) I I [U, l j | 

Putting g(x) = (2 ___; zn) IN, we arrive at 

l/щ__l_ Л 2

d x 
2 E •?„ j 

n = l 

2 N 

1 iv ] C ^Xn " z™'x'™ + zn) n [Mll (8) 
2 I ] zn

 n = r l 

n = l 

IV 

+ / /v 2 / _ \\^m zm.ђ ЭCm i zm) ' ' v^n " znч ^'n ~г znj ' ' ['-V I] 

2 É zn ) m,n=l 
n = l 

Since this counting function does not satisfy the monotonicity conditions (vi) 
and (vi') , we cannot apply Theorem 1. Therefore, for the given A(X,UJN) 

we may use only the weak Theorem 2. Applying this theorem, assuming 
(xn — zn,xn + zn) C [0,1] for all n, we have the implication: From 

1 N 

l l in — — ni / \\&m zni) J'm ' zm) ' ' vTn zru Jn ~r ^n./ | ~— I ? 
AI—+oc / ^ \ z — ' 

U E ^ n m,n=l 
V n = l / 
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it follows the existence of a sequence (Nfe)^! for which 

lim A ^ N ^ = l for almost all x 6 [0,1] . 

n = l 

oo 
The right-hand side implies the divergence ^ zn = +00 , and immediately 

n = l 

lim A(X)UON) — +00 for almost all x E [0,1]. The sequence uo = (xn)n
<

=1 C 

[0,1] for which lim A(X1UJN) = +00 for almost all x E [0,1] and every 
/V-^oc 

00 

nonincreasing (zn)n
<L1 with ]T] zn = +00 is called eutaxic [5]. The sequence 

n = l 
u; = (xn)n

c
=1 C [0,1] for which lim ^ = 1 for almost all x E [0,1] and 

N^°° 2 E ^ n 
n=l 

00 

every nonincreasing (zn)n
cL1 with ^ zn = +00 is called strongly eutaxic [5]. 

n = l 
An interesting consequence of (8) is that 

/ iV \ 2 iV 

I -- / ^ ^n I lS / ^ |v*^m z7iii %m + Zrn) ' ' \p^n ~~ zni %n i ^ n j | 5 
\ 7?~1 / 7)1,71— 1 

provided that (.x*n — zn,xn + zn) C [0,1] for n = 1, 2, . . . , JV . 

There is an alternative representation of the measure of intersection 

VJ7o Zm, Xm -j- Zm J I I «̂T77, Zn, X n -r ^n J 

min(2min ( z w , z n ) , max(0, zm+^n-|-Cm-^n|)) • 
as 

D 
The most interesting problem that could not be solved in this paper is whether 

there exists the L2 discrepancy of a so called uniformly quick sequence. This 
class of sequences has a role in the still improved Duffin-Schaeffere conjecture. 
In the following paragraph we shall find a point of difficulty in this problem.14^ 

8. Un i fo rmly quick sequences . 

An important space X of objects X is formed by the open sets X C [0,1]. 
Each set X can be represented by an infinite union of pairwrise disjoint open 

14) The definition may be found in O . S t r a u c h [9]. 
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subintervals (possibly empty) of [0,1], say X = | J In. The Lebesgue measure 
n = l 

OC 

of any open set X is denoted by \X\, i.e. \X\ — ^ \In\ • For LON = (xn)^=i C 
n = l 

[0,1], define the counting function 

A(X, LdN) = #{z = 1,2, . . . ; there exists an n < N such that xn £ U] 

+ # { n < j V ; xniX}. 

An infinite sequence uo = (xn)n
<L1 C [0,1] is said to be uniformly quick if 

iim — = 1 - A , 
N^oc N 

for every open set X C [0, 1]. In this case, A(X, uuN) does not have the additivity 
properties (i) from Theorem 3. One possibility to find the L2 discrepancy is 
to express the counting function in terms of another counting function (see 
Paragraph 6) which at once satisfies (i), and then to use Theorem 3. 

Indeed, let QN = (Jn)^=1 be a finite sequence of closed (not necessarily 
disjoint) subintervals Jn C [0,1]. For given X C [0,1], we introduce the counting 
function 

A(X,QN) = #{n<N; Jn C X} . 

It follows immediately from the definition that A(X,i}N) is satisfying (i) . 
We turn now to the case A(X,LUN) . We shall order the numbers of LON 

according to their magnitude 

^N = (X\ < X2 <"• < XN) . 

In the new ordering, define for n = 1, 2,. . . . jV — 1 , Jn = [xn, xn+i], and (2jv_i — 

(Jn)n=i - Directly from the definition we have 

A(X,UJN) = IV - A(X,nN-!). 

In order to compute the L2 discrepancy of A(X,QN-\), we must, know a mea
sure on X with the property (ii) required by Theorem 3. Bearing this in mind, 
the L2 discrepancy of A(X,cuN) with respect to g(X) — 1 — \X\ can be written 
as 

/(--^p--(i-ixi))2dx 
x 

= j(Aix,aN-l)_myiiX 

X 

N — 1 A!" — 1 

= / l x l 2 d x - ^ E j\x\dx + ± Y: j i-ciJr, 
X " = 1 X , m ' u = 1 X,„nX„ 
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where X n = {X £ X ; Jn C X}. By making use of the L2 discrepancy, we 
want to use Theorem 1 to characterize the class of uniformly quick sequences. 
To this end, we again have to describe a suitable topology, ordering and measure 
on the space X . The topology can be constructed by the pseudometric 

d(X,X') = \(X-X')U(X'-X)\, 

and for the ordering we again can make use of the set-inclusion 

X -< X' <=> X D X1. 

Note that one does not know whether or not the suitable measure on X 
under the requirement (v) imposed in Theorem 1 is possible. • 

To illustrate Theorem 4, we determine, for special functions F , the set G(F). 

9. Transformation of sequences-

Let u = (xn)n
<i

=1 be a sequence in [0,1]. For a continuous function / : 

[0.1] —> [0,1], let us take f(u) := (f(xn))n . and for any distribution function 

g: [0.1] ™> [0,1] we define 

0/0*0 = / 1 • dg(x). 

/-M.o,*)) 

Since f~l([0,x)) is Jordan-measurable, distribution function gf(x) is de

fined a.e. l r , ) Clearly, for the counting function -4([0, X),U>N) defined in Para

graph 1 (1°), we have 

A([Q.x),f(u:)N) = A(f-1([Q,x)),u:N) , 

and applying Theorem 3, for a given distribution function go : [0,1] —> [0,1], 
once again 

{{A(f-*([0,x)),u,N) \ 2 1 "• 

/ ( Ň »o(x)j dx=J^ X. F l ^ " " 

ir~*} Consider e.g. f(.r) — 4.r(l — x). Then we have 

!lf(x.)=!](f-1(.v)) + l-g(f2
i(x)), 

where /," l {x) = (l - s/V^lr )/2 and }.>l{x) = ( l + v'l - x )/2 are the inverse functions 
to /• 
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where Fx(x,y) = FA,9o(f(x),f(y)) and FA,go is defined as in Paragraph 2. 

Similarly, for continuous function h: [0,1] —» [0,1], we have 

f(A(f-H[0^)),uN) A(h-i([0,x)),u;N)y 1 " 

^ ^ ' m , n = l 

where 

F2(x, y) = max( / (x ) , / i (y))+max(/(y) , / i (x)) -max(/ ( . r ) , f(y))-nmx(h(x), h(y)). 

Limiting the above identities, we find 

l l l 

/ / Fx(x,y) dg(x)dg(y) = / (g0(x) - gf(x))2 dx, 

0 0 0 

and 
l l l 

/ / F2(x,y) dg(x)dg(y) = / (gf(x) - gh(x)f dx 

0 0 0 

for any distribution function g. • 

Analogously to the A(X,UJN) we can study a counting function A(X,UJT) 

with a continuous parameter T. 

10. C o n t i n u o u s l y d i s t r i b u t e d func t ions . 

Let UJ: [0,+OO) —> [0,1] be a Lebesgue-measurable function. For T > 0 we 
denote the partial function UJT >— iO/[0,T]. For X = [0,x) C [0,1], we define 
the counting function A([0,X),UJT) by 

A([0,X),UJT) = lu/^flO-x)) n [ 0 , T ] | , 

where | • | is Lebesgue's measure in [0,1]. If for all continuity points x G [0, 1] 
of a given distribution function g: [0,1] —> [0,1] we have 

hm = g [ x ) , 
T —• oc 1 

then the function UJ is said to be g-continuously distributed (cf. [2; p. 78]). Along 
the same lines as Theorems 1, 3 it can be shown that 

[/A([0,x),uT) \ 2 

lim / ( -:7 9(x)\ dx = 0 4=> uj(t) is (/-continuously distributed, 

o 
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and 

1 2 T T 

|/A([0,xW) _ ^ dx = l_J JFAMti)Mt2))dtidt^ 
0 0 0 

where i^4,g is the same function as in Paragraph 2. • 

In our final paragraph, we shall discuss a result from a joint paper by 
P . J . G r a b n e r and R . F . T i c h y [20], in the way of Theorem 1. They 
show that an adequate quantitative measure for statistical independence of se
quences is the L2 discrepancy, whereas the usual extremal is not suitable for 
this purpose. 

11. Statistically i n d e p e n d e n t sequences . 

Two sequences (xn)n
<

=1, (yn)n
<L1 in the unit interval [0,1] are called statis

tically independent if 

( 1 N 1 N N \ 

^ 7 1 = 1 7 1 = 1 ?? ,= ! ' 

for all continuous real functions / , g. 

Let the class ft be defined as the set of all two-dimensional sequences in the 

unit square for which the sequences of the first and second coordinates are statis

tically independent. For LVN = ((xn , yn))n=1, denote uN2 = ( (xm , yn))mn=1, 

and define 

.4-([„.,) x [0,»). u,N) = A([0.x) x [0.,), UH) - AV>-*)*M.*N.) 

where the counting function A have the same meaning as in Paragraph 5. 

Using this notation we shall reformulate the results of [20] in the following 
way: 

1 ° . The class HA\O defined by (1) is a proper subclass of 10; 
2° . The L2 discrepancy associated with the counting function A* and the 

function g(x,y) = 0 by formula (2) is a discrepancy of ft. 

The first result is a consequence of the fact that Theorem 1 is inapplicable 
to A* , since we cannot find an ordering on X = {[0, x) x [0, y) ; x,y G [0,1)} 
satisfying the monotonicity condition (vi) . 

To obtain an alternative proof of 2° we compute the associated L2 discrep
ancy. To do this, we denote X7,M, = {[(), x) x [0,y); x,y £ [0,1], (xm,yn) £ 
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[0, x) x [0, y)} and the measure and topology on X = {[0, x) x [0, y); x,y £ [0,1]} 
we identify with the Lebesgue measure and Euclidean topology on the unit 
square. With the help of the expression 

A*{[0,x)x[Q,y),u>N) 

N 

1 N 1 N 

= T u I > x n , n ( [ 0 , x ) x [ 0 , y ) ) - - - E c X m , n ( [ 0 , x ) x [ 0 , y ) ) , 
n = l m , n = l 

we find 

0 0 

IV IV IV 

1 v— 1 2 
= ~M2 A-J ' ^ m > m ^ ^-n,n\ + "777 2__, l ^ m , n ^ Xfe / | ~ "777 £_^ | X m , m V Xfe,/! . 

m,,n m,n,k , / = l m,k,/ = l 

We complete the expression by 

| X m , n nX f c , i | = ( l - max(x m , x / c ) ) ( l - max(yn ,y/)) . 

In a similar way as in Paragraph 1 (4°), we define the counting function 

IV IV V 

A{(f, 9),VN) = Yl fMgivn) - JJ Yl f(x"} zL »(y»0 
n = l n = l n = l 

on the cartesian product X x X of X -= {/: [0,1] —> IR ; /(()) = 0, / i s 

continuous} , and we compute the L2 discrepancy 

//(ďíШ^ ï i -O] d/d9 N 
X X 

_ 1 ү > mm(xm,xn) mm(ym,yn) 1 y . . min(.ҡто, xn) mm(yk,yi) 

~ N2 2- 2 2 ІV4 2-- 2 2 
m,n 7n,n,k,/ = l 

2_ ү ^ min(жm,Xfe) min(yш,y/) 

iV3 ^ 2 2 

m,fc,/ = l 
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Then we apply Theorem 1 with Remark 2 and we obtain that this L2 discrepancy 
is a discrepancy of the class ft. Finally, it can be verified 

|^£iM*»w)_0y dxdy ̂ jj^m^i^2
 d/d9, 

o b x x 

which leads to 2° . • 
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