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ON SECOND–ORDER TAYLOR EXPANSION
OF CRITICAL VALUES

Stephan Bütikofer, Diethard Klatte and Bernd Kummer

Studying a critical value function ϕ in parametric nonlinear programming, we recall
conditions guaranteeing that ϕ is a C1,1 function and derive second order Taylor expansion
formulas including second-order terms in the form of certain generalized derivatives of Dϕ.
Several specializations and applications are discussed. These results are understood as sup-
plements to the well–developed theory of first- and second-order directional differentiability
of the optimal value function in parametric optimization.

Keywords: Taylor expansion, parametric programs, critical value function, generalized
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1. INTRODUCTION

In this paper, we study a parametric nonlinear program of the type

P (t), t ∈ T : min
x
f(x, t) s.t. g(x, t) ≤ 0, (1.1)

where T is an open neighborhood of some t0 ∈ Rl, and f and g map Rn+l to R
and Rm, respectively. If nothing else is said, we take t0 = 0, and suppose that
f and g = (g1, . . . , gm) are C1 functions with locally Lipschitz derivatives (briefly
f, g ∈ C1,1). For given t, let M(t) be the feasible set of P (t) and denote by S(t) the
set of all critical points of P (t),

S(t) := {(x, y) ∈ Rn+m | F (x, y, t) = 0}, (1.2)

where F (x, y, t) = 0 describes Kojima’s [20] equivalent reformulation of the Karush-
Kuhn-Tucker conditions for P (t), and F = (F1, F2) is defined by

F1(x, y, t) = Dxf(x, t) +Dxg(x, t)
Ty+

F2(x, y, t) = g(x, t)− y− ,
(1.3)

where y+, y− are the vectors with components y+i = max{yi, 0}, y−i = min{yi, 0},
and Df (resp. Dxf , Dtf) denote the derivative (resp. the partial derivatives) of f ,
similarly for g. We define the Lagrange function related to (1.1) by

L(x, y, t) := f(x, t) + g(x, t)Ty, (x, y) ∈ Rn+m. (1.4)
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To get a compact and brief description of our results, we do not consider additional
equality constraints of hj(x, t) = 0, j = 1, . . . , κ. As far as we work with Kojima’s
function F , it can be easily and directly seen by the assumptions and proofs be-
low that the equalities play the same role as inequalities with positive multiplier
components y0i of some “nperturbed” critical point s0 = (x0, y0) to P (0).

Since we are interested in local properties of critical values, we will restrict our-
selves to an open neighborhood O of s0. Given any selection s(t) = (x(t), y(t)) ∈
S(t)∩O, t ∈ T , we say that ϕ(x(t), t), t ∈ T , is the associated critical value function.
If x(t) is even a (global) minimizer of P (t), then ϕ(·) coincides with the optimal value
function of problem (1.1), provided a constraint qualification is satisfied.

The present paper is devoted to differential stability of optimization problems,
but it has a particular focus: we study conditions guaranteeing that a critical value
function ϕ belongs (locally) to the class C1,1, thereby deriving formulas for the Taylor
expansion of the critical value function ϕ with second–order terms of the form TDϕ
(Thibault derivative) and CDϕ (contingent derivative). This analysis is done under
the assumption of strong regularity of the critical point map in the sense of Robinson
[29]. Our approach is essentially based on the use of implicit multifunction theory
(which is common in the literature), but without assuming that the data are C2

functions or that the critical points under consideration represent local or global
minimizers.

The studies presented here are understood as supplements to the well–developed
theory of first- and second-order directional differentiability of the optimal value
function, for which we refer exemplarily to the books or surveys [1, 5, 6, 8, 10, 11,
27, 30] with many references to the field. Some results given below are known (cf.
e. g. [17, 23]) or could be derived from the literature just mentioned. On the other
hand, since the differential stability under investigation is important both in theory
and applications, we think that it is of value to have a self-contained presentation.
For example, results of this type are of interest in convergence studies of nonsmooth
Newton methods for solving critical point systems and in optimality and stability
analysis in certain bi-level problems.

Some basic preliminaries from variational analysis are compiled in Section 2.
Formulas for the Thibault and contingent derivatives of the gradient of a critical
value function, both for smooth and canonical perturbations, are derived in § 3 and
discussed in general and special settings. Section 4 is devoted to an application in
bi-level optimization, which motivates and illustrates in detail our analysis.

2. PRELIMINARIES

2.1. Generalized derivatives of locally Lipschitz functions

Here we compile some facts on generalized (directional) derivatives of locally Lip-
schitz functions, for details see e. g. [17, Chapters 5-6].

Throughout ‖ · ‖ and B denote any norm resp. the related closed unit ball in
some finite-dimensional linear space. Let ψ be a given locally Lipschitz function from
Rl to Rq, briefly ψ ∈ C0,1(Rl,Rq) or simply ψ ∈ C0,1, and let t0, τ ∈ Rl. For any
neighborhood N of t0, we put Lip (ψ,N ) := inf{L | ‖ψ(t′)−ψ(t)‖ ≤ L‖t′−t‖ ∀ t, t′ ∈
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N}. The set Tψ(t0)(τ) consisting of all limits of the form θ−1[ψ(t + θτ) − ψ(t)]
attainable with certain sequences θ ↓ 0 and t → t0 is called the Thibault derivative
[34] of ψ at t in direction τ . Similarly, the contingent derivative Cψ(t0)(τ) consists
of all limits of of θ−1[ψ(t0 + θτ) − ψ(t0)] attainable with certain sequences θ ↓ 0.
Generalizations of these notions to continuous functions and multivalued mappings
play also an important rule in variational analysis, see e. g. [17, 30], but we do not
use them here.

In this setting, Tψ(t0)(τ) and Cψ(t0)(τ) are nonempty, compact and connected
sets, and one has convTψ(t0)(τ) = ∂ψ(t0)τ , where ∂ψ(t0) is Clarke’s [4] generalized
Jacobian of ψ at t0 and convX denotes the convex hull of X . Hence, if ψ is real-
valued then Tψ(t0)(τ) = ∂ψ(t0)τ . If Cψ(t0)(τ) is a singleton, it coincides with
the standard directional derivative ψ′(t0; τ). For X ⊂ Rl, we write Cψ(t)(X) :=
{Cψ(t)σ |σ ∈ X}, similarly for Tψ. For a small perturbation f ∈ C0,1 with f(t0) =
0, one has (cf. [17, Lemma 6.3])

(i) if Lip (f, t0 + ρB) = O(ρ), then T (ψ + f)(t0)(τ) = Tψ(t0)(τ),

(ii) if f(t) = o(t− t0), then C(ψ + f)(t0)(τ) = Cψ(t0)(τ),
(2.1)

where as usual O(·) means O(ρ) → 0 as ρ→ 0 and O(0) = 0, while o-type functions
o(·) satisfy o(u)/‖u‖ → 0 as ‖u‖ → 0 and o(0) = 0.

Given ψ ∈ C0,1(Rl,Rq) and η ∈ C0,1(Rq,Rd), chain rules for h(t) := η(ψ(t)) and
s = ψ(t) are generally generally only valid as inclusions Ch(t)(τ) ⊂ Cη(s) (Cψ(t)(τ)),
similarly for Th(t)(τ). Under additional assumptions, equality holds true,

ψ or η directionally differentiable ⇒ Ch(t)(τ) = Cη(s) (Cψ(t)(τ))
η ∈ C1 ⇒ Th(t)(τ) = Dη(s) (Tψ(t)(τ)),

(2.2)

see e. g. §6.4.1 in [17]. For y, v ∈ Rm, define

I(y, v) := {i ∈ {1, . . . ,m} | yi > 0 or yi = 0 ≤ vi},
RC(y, v) := {r ∈ {0, 1}m | ri = 1 if i ∈ I(y, v), ri = 0 else},
RT (y) := {r ∈ [0, 1]m | ri = 1 if yi > 0, ri = 0 if yi < 0}.

Obviously, RC(y, v) is a singleton, say r(y, v), and for the function h(y) = y+,

Ch(y)(v) = h′(y; v) = {(r1(y, v) v1 , . . . , rm(y, v) vm)} = RC(y, v) ◦ v,
Th(y)(v) = ∂h(y) v = {(r1 v1, . . . , rm vm) | r ∈ RT (y)} = RT (y) ◦ v, (2.3)

where r◦v = (r1, v1, . . . , rmvm) denotes the Schur(-Hadamard) product of r, v ∈ Rm.

2.2. Taylor expansion and growth conditions for C1,1 functions

Consider a function ψ ∈ C1,1(Rn,R) and points x0, x ∈ Rn as well as the Euclidean
inner product 〈·, ·〉 and norm ‖ · ‖.

Then the Thibault derivative allows the following second-order Taylor expansion
at the point x, see [22, Thm. 3] or [17, Thm. 6.20]: There exist some θ ∈ (0, 1) and
some q ∈ T [Dψ](x+ θu)(u) such that

ψ(x+ u)− ψ(x)−Dψ(x)u =
1

2
〈u, q〉.
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This is completely analogous to the related statement when using Clarke’s general-
ized Jacobian ∂[Dψ] instead of T [Dψ], we refer to [12].

As a consequence of this Taylor formula one obtains a uniform quadratic estimate:
Let c be a constant such that

c < inf{〈w, q〉 | q ∈ T [Dψ](x)(w)} ∀w : ‖w‖ = 1.

Then there exist some neighborhood N of x such that

ψ(ξ′)− ψ(ξ)−Dψ(ξ)(ξ′ − ξ) ≥ 1

2
c‖ξ′ − ξ‖2 ∀ ξ, ξ′ ∈ N ,

for a proof we refer to [17, Cor. 6.21]. This can be interpreted in the case c > 0 as
a growth condition around the given point x of interest.

In contrast, a Taylor expansion in terms of the contingent derivative is not pos-
sible, in general. However, again some quadratic estimate holds true, which can be
now interpreted for c > 0 as a quadratic growth condition at the given point x of
interest: Let c be a constant such that

c < inf{〈w, q〉 | q ∈ C[Dψ](x)(w)} ∀w : ‖w‖ = 1.

Then there exist some δ > 0 such that

ψ(x+ u)− ψ(x) −Dψ(x)u ≥ 1

2
c‖u‖2 ∀u : ‖u‖ ≤ δ,

for a proof we refer to [17, Thm. 6.23].

2.3. Stability of critical points

For computing derivatives and a generalized Taylor expansion of critical values,
one needs descriptions of generalized derivatives of the Kojima function, and one
has to handle local Lipschitz stability properties of the critical point map S of the
parametric problem (1.1) and of the critical point map S0 of the canonically perturbed
pendant to (1.1),

P0(p), p = (a, b) ∈ Rn+m : min
x

f(x, 0)− 〈a, x〉 s.t. g(x, 0) ≤ b, (2.4)

where f, g ∈ C1,1 is assumed. Define the Kojima function resp. the critical point
map for (1.2) by

F0(x, y) := F (x, y, 0) resp. S0(p) := {(x, y) |F0(x, y) = p}. (2.5)

Then the Thibault derivative TF0 of F0 at s0 = (x0, y0) ∈ Rn+m in direction (u, v)
can be described by

TF0(s
0)(u, v) =

{(
q(u) +

∑m
i=1 riviDxgi(x

0, 0)

Dxgi(x
0, 0)u − (1− ri)vi (∀ i)

) ∣∣∣∣∣
q(u) ∈ QT (u)

r ∈ RT (y
0)

}
, (2.6)
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whereQT (u) := Tx[DxL](x
0, y0

+
, 0)(u), while the contingent derivativeCF0(s

0)(u, v)

can be represented in the form, with QC(u) := Cx[DxL](x
0, y0

+
, 0)(u),

CF0(s
0)(u, v) =








q(u) +
∑

i∈I(y0,v) viDxgi(x
0, 0)

Dxgi(x
0, 0)u (i ∈ I(y0, v))

Dxgi(x
0, 0)u − vi (i 6∈ I(y0, v))




∣∣∣∣∣∣∣
q(u) ∈ QC(u)




.

(2.7)
For proving (2.6) and (2.7) see [16] or [17, Thm. 7.6].

Given s0 = (x0, y0) ∈ S(0), we call the problem (1.1) strongly Lipschitz stable at
(s0, 0) if there are neighborhoods O, N of s0 and 0, respectively, and some function
s(·) = (x(·), y(·)) such that

S(t) ∩ O = {s(t)}, t ∈ N , s(0) = s0, and s(·) is Lipschitz on N , (2.8)

and we say that F0 is strongly regular at (s0, 0) (or, synonymously, s0 is a strongly
regular critical point of P (0)) if there are neighborhoods U , V of s0 and 0 = (0, 0) ∈
Rn+m such that F−1

0 (·)∩U is single-valued and Lipschitz on V . A relation between
both notions is given in [29], see also [17, Cor. 8.4]:

Proposition 2.1. If DtF (·, ·) exist and is Lipschitzian near (s0, 0), then (1.1) is
strongly Lipschitz stable at (s0, 0) if F0 is strongly regular at (s0, 0).

For characterizations of strong regularity via injectivity of TF0 see e. g. [17, The-
orem 8.2]. Derivative-free characterizations of strong regularity and other stability
properties, are e. g. given in [17, 18, 26].

3. GENERALIZED SECOND–ORDER DERIVATIVES OF
CRITICAL VALUES

3.1. Differentiability of the critical value function

Now we recall a basic result on Fréchet differentiability of critical value functions.
We again consider the parametric program (1.1) and suppose that

s0 = (x0, y0) ∈ S(0) ∩ O, O neighborhood of s0.

The following theorem was first given by Jongen et al. in 1986, for completeness we
adapt the short proof. Conditions ensuring property (3.1) for optimal values ϕ(t),
appear in the economic literature as envelope theorems, cf., e. g., [33, 35] for related
applications.

Theorem 3.1. (Jongen, Möbert and Tammer [14, Lemma 2.1]) Let f, g ∈ C1, and
suppose that (x(t), y(t)) ∈ S(t) ∩ O, t ∈ T , is a function such that (x(0), y(0)) =
(x0, y0), y(·) being continuous at t = 0, and x(·) being upper Lipschitz at t = 0 with
modulus c > 0, i. e., ‖x(t) − x0‖ ≤ c‖t‖ for t near 0. Then the associated critical
value function ϕ = f(x(·), ·) is Fréchet differentiable at t = 0, and its gradientDϕ(0)
has the form

Dϕ(0) = DtL(x
0, y0

+
, 0). (3.1)
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P r o o f . By assumption, g(x0, 0)Ty0
+

= (y0
−
)Ty0

+
= 0. Since y(·) is continuous

at t = 0, we have for t near 0, that y0j = yj(0) > 0 implies yj(t) > 0 (hence
gj(x(t), t) = yj(t)

− = 0), and therefore

(g(x(t), t) − g(x0, 0))Ty0
+
= 0. (3.2)

Since L(·, y0+, ·) ∈ C1, one has

L(x, y0
+
, t)−L(x0, y0+, 0)−D(x,t)L(x

0, y0
+
, 0)

(
x− x0

t− 0

)
= o(x−x0, t−0). (3.3)

Let ε > 0 be arbitrary. Then we have for t sufficiently close to 0, by using (3.2) and

DxL(x
0, y0

+
, 0) = 0, as well as (3.3) and the upper Lipschitz property of x(·),

|ϕ(t)− ϕ(0)−DtL(x
0, y0

+
, 0)(t− 0) |

= | f(x(t), t)− f(x0, 0) + (g(x(t), t) − g(x0, 0))Ty0
+

−DtL(x
0, y0

+
, 0)(t− 0)−DxL(x

0, y0
+
, 0)(x(t)− x0) |

= |L(x(t), y0+, t)− L(x0, y0
+
, 0)−D(x,t)L(x

0, y0
+
, 0)
(
x(t)−x0
t−0

)
|

= |o(x(t) − x0, t− 0)| ≤ ε ‖(x(t)− x0, t− 0)‖1 ≤ ε(c+ 1)‖t‖1,

where ‖ · ‖1 denotes the sum norm both for Rn+l and Rl. Since ε was arbitrary, this

shows that ϕ(t) − ϕ(0) − DtL(x
0, y0

+
, 0)t = o(t) for some (new) o-function. This

completes the proof. �
In the following remarks we use for selected CQs (constraint qualifications) the

abbreviations LICQ (Linear Independence CQ), MFCQ (Mangasarian–Fromovitz
CQ) or strict MFCQ, their definitions are standard, cf. [1, 7, 17].

Remark 3.2. Note that the existence of a continuous selection y(·) of the multiplier
mapping is essential, and in general MFCQ is not enough to guarantee the assertion
of Theorem 3.1. Consider the parametric linear program for t ∈ T = (−1, 1),

min x1 + x2 + tx1 s.t. − x1 − x2 ≤ t, x1, x2 ≥ 0.

Its optimal value function ϕ is not differentiable at t = 0. One easily checks: For
t ∈ T , (i) ϕ(t) ≡ 0 if t ≥ 0, but ϕ(t) = −t − t2 if t < 0, (ii) for t 6= 0, there is
a unique primal solution x(t) = (0, 0) if t > 0 and x(t) = (−t, 0) if t < 0, and the
unique dual solutions y(t) satisfy y(t) → (0, 1, 1) as t ↓ 0, but y(t) → (1, 0, 0) as
t ↑ 0, (iii) MFCQ is satisfied everywhere, and (iv) at t = 0, x(·) is upper Lipschitz,
but y(·) is discontinuous.

Remark 3.3. If the critical point map S(t) is locally nonempty-valued and upper
Lipschitz at (0, (x0, y0)), i. e., if for some constant L > 0 and some neighborhoods O
of s0 = (x0, y0) and N of t = 0,

∅ 6= S(t) ∩ O ⊂ s0 + L‖t‖B (∀ t ∈ N ), (3.4)
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then, obviously, any (x(t), y(t)) ∈ S(t) ∩ O satisfies the assumptions of Theorem
3.1. In order to guarantee (3.4) in the case f, g ∈ C2 it is e. g. sufficient that x0

is a strict local minimizer of P (0) satisfying both the strict MFCQ (hence there is
a unique associated multiplier y0) and a standard second-order sufficient optimality
condition, cf. [17, Cor. 8.16, Thm. 8.36].

Remark 3.4. For the case that x(t) are global minimizers of P (t) under f, g ∈ C1,
there is a well-known envelope theorem first given by Gauvin and Dubeau [9], see
also slight modifications of it in [4, §6.5] (for special perturbations) and [33, Thm.
3.8.4]:

Theorem 3.1’. If x0 is a unique global minimizer of P (0), if M(·) is uniformly
compact near t = 0 and if LICQ holds at x0 w.r. to M(0), then the optimal value
function ϕ(t) = infx{f(x, t) | g(x, t) ≤ 0} is Fréchet differentiable at t = 0 and (3.1)
holds true.

Note that, under the assumptions of Theorem 3.1’, the multiplier y0 associated
with x0 is unique, and there are neighborhoods N ,O of 0 and s0 = (x0, y0), respec-
tively, and a function t ∈ N 7→ s(t) = (x(t), y(t)) ∈ S(t) ∩ O being continuous at
t = 0, where s(0) = s0 and x(t) is a global minimizer of P (t) for t ∈ N . Indeed,
to obtain existence of x(·) with these properties, apply for example [17, Thm. 1.16]
together with compactness of M(t) and argmin x∈M(0)f(x, 0) = {x0}; further, by
persistence of LICQ for t near 0, the unique multiplier y(t) associated with x(t) is
also continuous (cf. e. g. [19, Lemma 2.1]).

Formally, Theorem 3.1’ also allows that (3.1) holds though x(t) is not upper
Lipschitz at t = 0 (as required in Theorem 3.1), consider the example

min
x
x4 − tx s.t. − 1 ≤ x ≤ 1 (t ∈ R).

However, in the “typical situation” that f, g ∈ C1,1 and x0 is a global minimizer
which satisfies LICQ together with a 1st- or 2nd-order growth condition for P (0)
(i. e., f(x, 0) ≥ f(x0, 0)+̺‖x−x0‖q for all x ∈M(0) near x0, with q = 1 or = 2 and
some ̺ > 0), a global minimizer x(t) of P (t) becomes automatically upper Lipschitz
at t = 0, see [15, Thm. 3.3] or [1, Thm. 4.81]. The persistence of LICQ implies again
continuity of the associated unique multiplier y(·) at t = 0, hence in our “typical
situation” Theorem 3.1’ is a special case of Theorem 3.1.

Under stronger assumptions, we have the following obvious (and known) conse-
quence of Theorem 3.1, where y+(t) := (y(t))+:

Corollary 3.5. Let f, g ∈ C1,1, and let the problem (1.1) be strongly Lipschitz
stable at (0, s0). Then for some open neighborhood V of 0 and some function
s(·) = (x(·), y(·)) according to (2.8), the critical value function ϕ = f(x(·), ·) fulfils

Dϕ(t) = DtL(x(t), y
+(t), t), t ∈ V, (3.5)

and hence, ϕ ∈ C1,1 on V .
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The proof is immediate: s(·) satisfies the assumptions of Theorem 3.1 not only at
t = 0 but also at each t sufficiently close to 0, and DtL, s(·) are locally Lipschitz.
To avoid misunderstandings note that DtL(x(t), y(t), t) in (3.5) means the partial
derivative of L w.r. to the third variable vector at the triple (x(t), y(t), t), t ∈ V .

3.2. Formulas under smooth parametrization

We consider the parametric problem P (t) defined in (1.1) with Kojima function F
(1.3), where t varies in a neighborhood T of 0 ∈ Rl. Throughout we assume

f, g ∈ C1,1, s0 = (x0, y0) is a given critical point of P (0),
and Dtf(·, ·), Dtg(·, ·) belong to C1,1 near (x0, 0).

(3.6)

Hence, DtF (·, ·) exists and is locally Lipschitz; this allow us to apply a suitable
implicit function theorem under strong regularity. Suppose now the assumptions
of Corollary 3.5 are satisfied with some selection s(t) ∈ S(t) such that s(0) = s0.
Hence, for t in some neighborhood V of 0,

Dϕ(t) = DtL(x(t), y
+(t), t) (3.7)

and we obtain a chain and partial differentiation rule for the composite function

t 7→ G(t) := (x(t), y+(t), id(t)) 7→ H(G(t)), where H(x, y, t) := DtL(x, y, t). (3.8)

By assumption (3.6), DtL is C1 near z0 := (x0, y0
+
, 0), and so due to (2.2),

TDϕ(0)(τ) = D2
xtL(z

0)Tx(0)(τ) + Dtg(x
0, 0)Ty+(0)(τ) + D2

ttL(z
0)τ,

CDϕ(0)(τ) = D2
xtL(z

0)Cx(0)(τ) + Dtg(x
0, 0)Cy+(0)(τ) + D2

ttL(z
0)τ.

(3.9)

We assumed (3.6) to arrive at comparable (and computable) formulas for CDϕ and
TDϕ. Note that with respect to the contingent derivative, directional differentia-
bility of DtL or of s(·) would suffice to guarantee a formula similar to (3.9) when
replacing D2

xtL and D2
ttL by CxDtL and CtDtL, respectively.

Theorem 3.6. Suppose (3.6), let s0 = (x0, y0) be a strongly regular critical point of
P (0). Then for each t in a neighborhood V of 0 there is a locally unique critical point
s(t) = (x(t), y(t)) of P (t) such that s(·) is locally Lipschitz on V with s(0) = s0,
ϕ(·) = f(x(·), ·) is C1,1 on V , and for any direction τ ∈ Rl, the formulas (3.9) hold
true.

P r o o f . Since s0 = (x0, y0) is strongly regular, p 7→ F0(p) has in some neighborhood
of (0, s0) a (single-valued) locally Lipschitz inverse s 7→ F−1

0 (s) and, by using (3.6),
Proposition 2.1 and Corollary 3.5, (1.1) is strongly Lipschitz stable at (s0, 0), and
the first part of the statement is shown. The second part was shown above. �

In the second-order derivative formulas (3.9), there appear still the unknown
mappings Tx(0) and Ty+(0), the same for Cx(0) and Cy+(0).
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To find representations by known terms, we will first show that under the as-
sumptions of Theorem 3.6,

Ts(0)(τ) = T [F−1
0 ](0) (−DtF (s

0, 0)τ), similarly for Cs(0)(τ), (3.10)

hold for the critical point map s(t) = (x(t), y(t)), where 0 is the zero in Rn+m, and
F−1
0 being the locally single-valued and Lipschitz inverse of F0(·) = F (·, 0) arising

from strong regularity.
Using the continuity of DtF (·, ·), we first derive local estimates of the remainder

function
r(s, t) := F (s, t)− F (s, 0)−DtF (s

0, 0)t. (3.11)

By the mean-value theorem, there holds

r(s, t) =

∫ 1

0

[
DtF (s, θt)−DtF (s

0, 0)
]
t dθ .

Hence,
‖r(s, t)‖ ≤ O(s, t)‖t‖ with O(s, t) ↓ 0 as s→ s0 and t→ 0, (3.12)

and for δ, ε > 0 and (s, t) ∈ (s0 + δεB, δ B), we thus obtain the uniform estimates

Lip (r(s, ·), δB) ≤ O(δ) and sup
t∈δB

‖r(s, t)‖ ≤ o(δ) if s ∈ s0 + δεB. (3.13)

According to (3.11), one has for t near 0,

0 = F (s(t), t) = F (s(t), 0) +DtF (s
0, 0)t+ r(s(t), t).

Using the local inverse F−1
0 , this is

s(t) = F−1
0 (−DtF (s

0, 0)t− r(s(t), t)).

Since s = s(t) is locally Lipschitz, the estimates (3.13) follow and so, since F−1
0

belongs to C0,1 and O(δ), o(δ) vanish in (3.13), we obtain indeed (3.10) via (2.1).
Now, (3.10) allows us to rewrite the formulas (3.9) in terms of TF−1

0 and CF−1
0 .

By (2.3), and with 1 = (1, . . . , 1) ∈ Rn,

T (x(·), y+(·))(0)(τ) = (1,RT (y
0)) ◦ Ts(0)(τ),

C(x(·), y+(·))(0)(τ) = (1,RC(y
0, v)) ◦ Cs(0)(τ), v ∈ Λ(τ),

where R ◦ Y is the set-valued Schur product R ◦ Y = {r ◦ y ∈ Rm | r ∈ R, y ∈ Y }
and

Λ(τ) := {v ∈ Rm | ∃u ∈ Rn : (u, v) ∈ C[F−1
0 ](0) (−DtF (s

0, 0)τ)}.
Hence, we have shown

Corollary 3.7. Under the assumptions of Theorem 3.6, the formulas (3.9) can be

equivalently written for s0 = (x0, y0) and z0 = (x0, y0
+
, 0) as

TDϕ(0)(τ) = D2
stL(z

0) [R̂T (y
0) ◦ T [F−1

0 ](0) (−DtF (s
0, 0)τ)] + D2

ttL(z
0)τ,

CDϕ(0)(τ) = D2
stL(z

0) [R̂C(y
0,Λ(τ)) ◦ C[F−1

0 ](0) (−DtF (s
0, 0)τ)] + D2

ttL(z
0)τ,
(3.14)

where R̂T (y
0) = (1,RT (y

0)) and R̂C(y
0,Λ(τ)) = {(1,RC(y

0, v)), v ∈ Λ(τ)}.
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Note that by definition, one has, with s0 = (x0, y0),

(u, v) ∈ TF−1
0 (0)(π) ⇔ π ∈ TF0(x

0, y0)(u, v),

(u, v) ∈ CF−1
0 (0)(π) ⇔ π ∈ CF0(x

0, y0)(u, v).
(3.15)

Thus, the preceding corollary says that σ ∈ TDϕ(0)(τ) if and only if the inclusion

−DtF (s
0, 0)τ ∈ TF0(x

0, y0)(u, v) (3.16)

has some solution (u, v) which satisfies

σ ∈ D2
stL(x

0, y0
+
, 0)

(
u

r ◦ v

)
+ D2

ttL(x
0, y0

+
, 0) τ, for some r ∈ RT (y

0), (3.17)

and, on the other hand, each solution (u, v) of the inclusion (3.16) defines via (3.17)
an element σ of TDϕ(0)(τ). Completely analogous formulas apply for CF0, in
particular, (3.17) has to be replaced by

σ = D2
xtL(x

0, y0
+
, 0)u + Dtg(x

0, 0) [RC(y
0, v) ◦ v] + D2

ttL(x
0, y0

+
, 0) τ. (3.18)

In the case of C2 data, from (2.6) and (2.7) we have, again with s0 = (x0, y0) and

z0 = (x0, y0
+
, 0),

TF0(s
0)(u, v) =





(
D2

xxL(z
0)u+

∑m
i=1 riviDxgi(x

0, 0)

Dxgi(x
0, 0)u − (1− ri)vi (∀ i)

) ∣∣∣∣∣
ri ∈ [0, 1] if y0i = 0
ri = 1 if y0i > 0
ri = 0 if y0i < 0



 ,

while in computing CDϕ(0)(τ), the inclusion (3.16) has to be replaced by the equa-
tion

−DtF (s
0, 0)τ =




D2
xxL(z

0)u+
∑

i∈I(y0,v) viDxgi(x
0, 0)

Dxgi(x
0, 0)u ( if y0i > 0 or [y0i = 0, vi ≥ 0] )

Dxgi(x
0, 0)u − vi ( if y0i < 0 or [y0i = 0, vi < 0] )


 .

(3.19)
Finding a solution (u, v) of equation (3.19) means determining a KKT solution of
some associated quadratic program, or equivalently, solving a mixed LCP. Indeed,
using for i with y0i = 0 the unique representation of vi by a pair (αi, βi) via vi =
αi+βi, αi ≥ 0 ≥ βi and αiβi = 0 and choosing αi = vi, βi = 0 if y0i > 0 and βi = vi,
αi = 0 if y0i < 0, (3.19) becomes the mixed LCP

−D2
xtL(z

0) τ = D2
xxL(z

0)u+
∑m

i=1 αiDxgi(x
0, 0)

−Dtgi(x
0, 0) τ = Dxgi(x

0, 0)u − βi,

βi = 0 if y0i > 0, αi = 0 if y0i < 0, [αi ≥ 0 ≥ βi, αiβi = 0] if y0i = 0,

(3.20)

and αi, βi may be interpreted as multipliers resp. slack variables for a quadratic
program.
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Note that for a C2 program and under the assumptions of Theorem 3.6, s(·)
is locally a PC1 function (i. e., a continuous selection of finitely many C1 func-
tions), hence C0,1 and directionally differentiable, this is well-known, cf. e. g. [31,
Thm. 4.2.2] or [17, § 8.2]. Hence, by Corollary 3.5, Dϕ is also PC1 and direc-
tionally differentiable, and so CDϕ coincides with the standard directional deriva-
tive of Dϕ. This means that (3.20) has a unique solution by recalling Cs(0)(τ) =
C[F−1

0 ](0) (−DtF (s
0, 0)τ) from (3.10), and so we recover a classical result [13].

For general C1,1 data the formulas are similar but with the corresponding set-
valued (partial) Hessian of the Lagrangian, according to the representations (2.6)
and (2.7).

3.3. Formulas under canonical perturbations

In this subsection, we consider the canonically perturbed program (2.4),

P0(a, b) : min{f0(x)− 〈a, x〉 | g0(x) ≤ b}, (a, b) varies near 0 = (0, 0) ∈ Rn+m,

at some critical point s0 = (x0, y0) of P0(0, 0). In comparison to (1.1),

f0(x) := f(x, 0), g0(x) := g(x, 0) (f0, g0 ∈ C1,1).

Let F0 and S0 be defined according to (2.5), and we suppose that F0 is strongly
regular at (s0, 0), i. e., F−1

0 exists locally as a single-valued Lipschitz function. Define
the associated critical value function by

ϕ0(a, b) = f0(x)− 〈a, x〉, (x, y) = F−1
0 (a, b). (3.21)

Further recall the descriptions of the derivatives TF0(s
0)(u, v) and CF0(s

0)(u, v) in
(2.6) and (2.7). Define

T−(α, β) and C−(α, β) being the sets of all (u, v, r)
satisfying (2.6) and (2.7), respectively.

(3.22)

Then, by (3.15), one has, similarly for CF−1
0 (0)(α, β) and C−(α, β),

TF−1
0 (0)(α, β) = {(u, v)|(u, v, r) ∈ T−(α, β)}. (3.23)

If even F0 ∈ C1 near s0, the map (α, β) 7→ (u, v) plays the role of DF0(s
0)−1.

Theorem 3.8. Under strong regularity of F0 at a critical point s0 = (x0, y0) of
P0(0, 0), the map ϕ0 belongs to C1,1, and it holds for (a, b) near (0, 0),

Dϕ0(a, b) = −(x, y+), (x, y) = F−1
0 (a, b). (3.24)

Moreover,

TDϕ0(0)(α, β) = {−(u , r ◦ v) | (u, v, r) ∈ T−(α, β)},
CDϕ0(0)(α, β) = {−(u , r ◦ v) | (u, v, r) ∈ C−(α, β)},

where r ◦ v := (r1v1, . . . , rmvm) is the Schur product of r and v.
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P r o o f . Writing and fixing t = (a, b) (near 0), and putting f(x, t) := f0(x)−〈a, x〉
and g(x, t) := g0(x) − b, all assumptions of Corollary 3.5 are satisfied at s0 =
F−1
0 (a, b). Hence, one obtains, using also (3.21) and L(x, y, a, b) = f0(x) − 〈a, x〉 +

〈y+, g0(x) − b〉,

Dϕ0(a, b) = −D(a,b) L(x, y
+, a, b) = −(x, y+), (x, y) = F−1

0 (a, b).

To show the description of TDϕ0, one has only to combine (3.23) and (3.24) and
to note that the terms r ◦ v, r ∈ RT (y

0), just form the Thibault derivative of the
function y 7→ y+, i. e., by definition of RT (y

0) in §2.1,

θ−1[(y + θv)+ − y+] = (r1v1, . . . , rmvm), (for small θ),

with ri ∈ [0, 1] if y0i = 0, rj = 1 if y0j > 0, rk = 0 if y0k < 0. The simple analogous
proof for CDϕ0 is left to the reader. �

An alternative approach to second-order expansion of ϕ0 in the special case of
perturbed local minimizers under tilt perturbations (put b ≡ 0) can be found in [28].

Note that the above representations of TDϕ0 and CDϕ0 could be also immedi-
ately obtained from Corollary 3.7. Indeed, writing the canonical perturbations as
t = (a, b), f(x, t) := f(x)− 〈a, x〉, g(x, t) := g(x)− b, with direction τ = (α, β), and

putting z0 = (x0, y0
+
, 0), one easily checks that the term D2

ttL(z
0)τ vanishes, and,

further, −DtF (s
0, 0)τ = (α, β) as well as D2

stL(z
0)(·) = −id (·).

4. APPLICATION: SECOND–ORDER TERMS FOR A SPECIAL BILEVEL
PROBLEM

As an application, we study in this section the Kojima function Φ of a special C1,1

program in the context of bilevel problems and thereby apply the formulas of the
previous sections. Consider a nonlinear program, called an upper level problem,

minϕ(t) s.t. ψi(t) ≤ 0, i = 1, . . . , N, (ϕ, ψi ∈ C1,1), (4.1)

where some or all of the functions ϕ, ψi are optimal or critical value functions of
parametric nonlinear programs, so-called lower level problems. Models of the type
(4.1) are classical in bi-level, semi-infinite and multi-stage optimization, we refer
exemplarily to the books [5, 7, 32] and mention that there is a growing interest for this
in generalized semi-infinite optimization, Nash equilibrium theory, decomposition,
and other areas.

The Kojima function Φ associated with (4.1) is, similarly to (1.3),

Φ1(t, λ) = Dϕ(t) +Dψ(t)Tλ+, Φ2i(t, λ) = Dψi(t)− λ−i (∀ i),

where λ = (λ1, . . . , λN ) is the associated multiplier vector. Then the derivatives TΦ
and CΦ can be described analogously to (2.6) and (2.7), respectively, while Clarke’s
generalized derivative is ∂Φ(t)τ = convTΦ(t)(τ). However, the corresponding de-
scriptions are still abstract and do not utilize the bi-level structure of (4.1), and so
we discuss now a special form.
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For space reasons, we handle only the particular case of ΓΦ(t)(τ) = Φ′(t; τ), and
we restrict ourselves to the special setting that only ϕ represents a critical value
function, where ϕ(t) is defined via the lower level program P (t) (1.1).

This is a typical situation in primal decomposition procedures: if s0 = (x0, y0) is a
strongly regular critical point of P (t0) satisfying the assumptions (3.6) (replace there
0 by t0) and t0 is a stationary solution of the program (4.1) for ϕ(t) = f(x(t), t), with
x(t) according to Theorem 3.6, then (x0, t0) is a stationary solution of the program
min(x,t){f(x, t) | g(x, t) ≤ 0, ψ(t) ≤ 0}; cf. [14, Thm. 2.1].

In detail, we suppose that

in (1.1), t0 ∈ Rl and s0 = (x0, y0) ∈ S(t0) are given,

f, gi ∈ C2 and Dtf, Dtgi ∈ C1,1 near (x0, t0),

s0 ∈ S(t0) is strongly regular, and by Proposition 2.1,

s(t) = (x(t), y(t)) is the locally unique critical point near (t0, s0),

in (4.1) put ϕ(t) = f(x(t), t) for t near t0, and suppose ψi ∈ C2.

(4.2)

Under (4.2), the assumption (3.6) (which is essential in Theorem 3.6) is automatically
satisfied, and Dϕ is a PC1 function and directionally differentiable.

Define the Lagrange function of (4.1) by L(t, λ) := ϕ(t) +
∑N

i=1 λ
+
i ψi(t), hence

(DtL)′((t, λ); τ) = (Dϕ)′(t; τ) +
∑N

i=1
λ+i D2ψi(t)τ.

We then obtain, analogously to (2.7), for (t0, λ0), (τ, µ) ∈ Rl+N ,

Φ′((t0, λ0); (τ, µ)) =




(Dϕ)′(t0; τ) +
N∑
i=1

(λ0i )
+D2ψi(t

0)τ +
∑

i∈J(λ0,µ)

µiDψi(t
0)

Dψi(t
0)τ (i ∈ J(λ0, µ))

Dψi(t
0)τ − µi (i 6∈ J(λ0, µ))




,

(4.3)
where J(λ0, µ) := {i |λ0i > 0} ∪ {i | λ0i = 0, µi ≥ 0}. Hence, by using the above
arguments, the next theorem is immediately obtained from Corollary 3.7 and the
discussion following that corollary. In particular, formula (4.4) follows by the partial
differentiation rule for directional derivatives (see (3.18) and the definition of DtL,
since s(·) is directionally differentiable under our assumptions.

Theorem 4.1. Consider the program (4.1), suppose (4.2) and let τ ∈ Rl, λ0, µ ∈
RN be given. Then one has on some neighborhood V of t0 that ϕ is C1,1, Dϕ
is directionally differentiable, and the Kojima function Φ of (4.1) is Lipschitz and
directionally differentiable. Moreover, (Dϕ)′(t0; τ) in (4.3) has the form

(Dϕ)′(t0; τ) = D2
xtL(x

0, y0
+
, t0)u +Dtg(x

0, 0)[RC(y
0, v) ◦ v ] +D2

ttL(x
0, y0

+
, t0)τ,
(4.4)

where L is the Lagrange function (1.4) of the lower level problem (1.1), RC(y
0, v) is

defined according to § 2.1, ◦ means the Schur product, and σ = (u, v) is the unique
solution of the equation (3.20) when replacing there (s0, 0) and (x0, 0) by (s0, t0)
and (x0, t0), respectively.
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The assumptions of Theorem 4.1 are persistent under small perturbations, and so
the formulas (4.3) and (4.4) similarly hold also for (t, λ) sufficiently close to (t0, λ0)
and with s(t) instead of s0. This gives rise to use the following nonsmooth Newton
scheme (or some inexact variant of it) for finding a zero z0 = (t0, λ0) of Φ: given an
iterate zk near z0, compute zk+1 = zk+ζ via a solution ζ of the generalized Newton
equation Φ(zk) + Φ′(zk; ζ) = 0, or by solving the optimization problem

‖Φ(zk) + Φ′(zk; ζ)‖ → min
ζ
. (4.5)

In particular, when ‖ ·‖ is the Euclidean norm, one can show via the representations
(4.3) and (4.4) of Φ′ that the problem (4.5) becomes a program with quadratic
objective function and (mixed) linear complementarity constraints, cf. [3, § 3].

When using a suitable set-valued approximation ΓΦ of Φ instead of Φ′, the New-
ton step becomes 0 ∈ Φ(zk) +ΓΦ(zk; ζ), and it is of interest for future research how
the corresponding nonsmooth Newton schemes for standard nonlinear programs (see
for such settings e. g. [2, 7, 17, 21, 24, 25]) apply to our bi-level problem.

(Received April 14, 2010)
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