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Abstract. We consider the Sturm-Liouville problem with symmetric boundary conditions and an integral condition. We estimate the first eigenvalue $\lambda_{1}$ of this problem for different values of the parameters.
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## 1. Introduction

Consider the Sturm-Liouville problem

$$
\begin{gather*}
y^{\prime \prime}(x)-q(x) y(x)+\lambda y(x)=0,  \tag{1.1}\\
\left\{\begin{array}{l}
y^{\prime}(0)-k^{2} y(0)=0, \\
y^{\prime}(1)+k^{2} y(1)=0,
\end{array}\right. \tag{1.2}
\end{gather*}
$$

where $q(x)$ is a non-negative bounded summable function on $[0,1]$ such that

$$
\begin{equation*}
\int_{0}^{1} q^{\gamma}(x) \mathrm{d} x=1, \quad \gamma \neq 0 \tag{1.3}
\end{equation*}
$$

By $A_{\gamma}$ we denote the set of all such functions.
A function $y(x)$ is called a solution of problem (1.1)-(1.2) if it is defined on $[0,1]$, satisfies conditions (1.2), its derivative $y^{\prime}(x)$ is absolutely continuous, and equation (1.1) holds almost everywhere on $(0,1)$.
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We estimate the first eigenvalue $\lambda_{1}(q)$ of this problem for different values of $\gamma$ and $k$.

According to the variation principle $\lambda_{1}(q)=\inf _{y(x) \in H_{1}(0,1) \backslash\{0\}} R(q, y)$, where

$$
\begin{equation*}
R(q, y)=\frac{\int_{0}^{1} y^{\prime 2}(x) \mathrm{d} x+\int_{0}^{1} q(x) y^{2}(x) \mathrm{d} x+k^{2}\left(y^{2}(0)+y^{2}(1)\right)}{\int_{0}^{1} y^{2}(x) \mathrm{d} x} \tag{1.4}
\end{equation*}
$$

Put $m_{\gamma}=\inf _{q(x) \in A_{\gamma}} \lambda_{1}(q), M_{\gamma}=\sup _{q(x) \in A_{\gamma}} \lambda_{1}(q)$.
Remark. The problem for the equation $y^{\prime \prime}+\lambda q(x) y=0, q(x) \in A_{\gamma}$, with conditions $y(0)=y(1)=0$ was considered in [1]. The problem for equation (1.1), $q(x) \in A_{\gamma}$, with conditions $y(0)=y(1)=0$ was considered in [2], [3]. In [4] the problem for the equation $y^{\prime \prime}+\lambda q(x) y=0, q(x) \in A_{\gamma}$, with conditions (1.2) was considered.

## 2. Results

## Theorem 2.1.

(1) If $\gamma \in(-\infty, 0) \cup(0,1)$, then $M_{\gamma}=+\infty$.
(2) If $\gamma \geqslant 1$, then $M_{\gamma} \leqslant \pi^{2}+2$;
(3) if $\gamma \geqslant 1$ and $k=0$, then $M_{\gamma}=1$.
(4) If $\gamma=1$ and $k \neq 0$, then $M_{1}=\xi_{*}$, where $\xi_{*}$ is the solution to the equation

$$
\arctan \frac{k^{2}}{\sqrt{\xi}}=\frac{\xi-1}{2 \sqrt{\xi}}
$$

$M_{1} \in\left(1 ; \frac{1}{2} \pi^{2}+1+\frac{1}{2} \pi \sqrt{\pi^{2}+4}\right)$ for all $k \neq 0$.

## Theorem 2.2.

(1) If $k=0, \gamma>1$, then $m_{\gamma}=0$;
(2) if $k=0, \gamma \leqslant 1$, then $m_{\gamma} \geqslant 1 / 4$.
(3) If $0<k^{2}<(-1+\sqrt{3}) / 2$, then $m_{\gamma} \geqslant k^{2} /\left(2 k^{2}+2\right)$ for all $\gamma \neq 0$;
(4) if $k^{2} \in[(-1+\sqrt{3}) / 2 ; \pi / 2)$, then $m_{\gamma}>k^{4}$ for all $\gamma \neq 0$;
(5) if $k^{2}=\pi / 2$, then $m_{\gamma} \geqslant \pi^{2} / 4$ for all $\gamma \neq 0$;
(6) if $k^{2}>\pi / 2$, then $m_{\gamma}>\pi^{2} / 4$ for all $\gamma \neq 0$.

## 3. Proofs

Proposition. If $\gamma \geqslant 1$, then $M_{\gamma} \leqslant 1+2 k^{2}$.
Proof. Put $y_{1}(x)=\varepsilon$, then for any $q \in A_{\gamma}$ we have

$$
\begin{aligned}
\lambda_{1}(q) & =\inf _{y(x) \in H_{1}(0,1) \backslash\{0\}} R(q, y) \leqslant R\left(q, y_{1}\right) \\
& =\frac{\int_{0}^{1} y_{1}^{\prime 2} \mathrm{~d} x+\int_{0}^{1} q(x) y_{1}^{2} \mathrm{~d} x+k^{2}\left(y_{1}^{2}(0)+y_{1}^{2}(1)\right)}{\int_{0}^{1} y_{1}^{2} \mathrm{~d} x} \\
& =\frac{\varepsilon^{2} \int_{0}^{1} q(x) \mathrm{d} x+2 k^{2} \varepsilon^{2}}{\varepsilon^{2}}=\int_{0}^{1} q(x) \mathrm{d} x+2 k^{2} .
\end{aligned}
$$

If $\gamma=1$, then $\int_{0}^{1} q(x) \mathrm{d} x=1$. For $\gamma>1$, using the Hölder inequality, we obtain

$$
\int_{0}^{1} q(x) \mathrm{d} x \leqslant\left(\int_{0}^{1} q^{\gamma}(x) \mathrm{d} x\right)^{1 / \gamma}\left(\int_{0}^{1} 1^{\gamma /(\gamma-1)} \mathrm{d} x\right)^{1-1 / \gamma}=1
$$

Hence $\lambda_{1}(q) \leqslant 1+2 k^{2}$, and it follows that

$$
M_{\gamma}=\sup _{q(x) \in A_{\gamma}} \lambda_{1}(q) \leqslant \sup _{q(x) \in A_{\gamma}}\left(1+2 k^{2}\right)=1+2 k^{2} .
$$

Proposition. If $\gamma \geqslant 1$ and $k=0$, then $M_{\gamma}=1$.
Proof. If $q(x) \equiv 1$, then problem (1.1)-(1.2) has the form

$$
\begin{array}{r}
y^{\prime \prime}-y+\lambda y=0, \\
y^{\prime}(0)=y^{\prime}(1)=0 . \tag{3.2}
\end{array}
$$

Note that $\lambda=1$ is an eigenvalue of this problem. For $\lambda<1$ the solution to equation (3.1) is $y=C_{1} \cosh (\sqrt{1-\lambda} x)+C_{2} \sinh (\sqrt{1-\lambda} x)$. Under condition (3.2) we have $C_{2}=0$, and $C_{1}=0$ or $\lambda=1$. This means that problem (3.1)-(3.2) has no eigenvalues $\lambda<1$. So $\lambda_{1}=1$ is the minimal eigenvalue of problem (1.1)-(1.2) with $q(x) \equiv 1$ and $k=0$.

It now follows that $M_{\gamma}=\sup _{q(x) \in A_{\gamma}} \lambda_{1}(q) \geqslant 1$. For $\gamma \geqslant 1$ we already got that $M_{\gamma} \leqslant 1+2 k^{2}$, which means $M_{\gamma} \leqslant 1$ for $k=0$. Combining these, we have the accurate estimate $M_{\gamma}=1$.

Proposition. If $\gamma=1$ and $k \neq 0$, then $M_{1}=\xi_{*}$, where $\xi_{*}$ is the solution to the equation $\arctan \left(k^{2} / \sqrt{\xi}\right)=(\xi-1) /(2 \sqrt{\xi})$.

Proof. 1. Consider the continuous function

$$
y_{\xi}(x)= \begin{cases}\frac{\sqrt{\xi}}{k^{2}} \cos \sqrt{\xi} x+\sin \sqrt{\xi} x, & 0 \leqslant x<\tau \\ \frac{\sqrt{\xi}}{k^{2}} \cos \sqrt{\xi} \tau+\sin \sqrt{\xi} \tau, & \tau \leqslant x<1-\tau \\ \frac{\sqrt{\xi}}{k^{2}} \cos \sqrt{\xi}(1-x)+\sin \sqrt{\xi}(1-x), \quad 1-\tau \leqslant x \leqslant 1\end{cases}
$$

If $\tau=\sqrt{\xi^{-1}} \arctan \left(k^{2} / \sqrt{\xi}\right)$, then $y_{\xi}^{\prime}(x)$ is continuous too, and $y_{\xi}(x)$ can be a solution to problem (1.1)-(1.2).
2. Now consider

$$
\begin{equation*}
L(y)=\frac{\int_{0}^{1} y^{\prime 2} \mathrm{~d} x+\max _{x \in[0,1]} y^{2}(x)+k^{2}\left(y^{2}(0)+y^{2}(1)\right)}{\int_{0}^{1} y^{2}(x) \mathrm{d} x} \tag{3.3}
\end{equation*}
$$

Since

$$
\int_{0}^{1} q(x) y^{2}(x) \mathrm{d} x \leqslant \max _{x \in[0,1]} y^{2}(x) \int_{0}^{1} q(x) \mathrm{d} x=\max _{x \in[0,1]} y^{2}(x),
$$

we have

$$
\lambda_{1}(q)=\inf _{y \in H_{1}(0,1) \backslash\{0\}} R(q, y) \leqslant \inf _{y \in H_{1}(0,1) \backslash\{0\}} L(y) .
$$

By $\xi_{*}$ denote the solution to the equation

$$
L\left(y_{\xi}\right)=\xi .
$$

Substituting $y_{\xi}(x)$ into (3.3), we obtain
(1) $y_{\xi}(0)=y_{\xi}(1)=\sqrt{\xi} / k^{2}, y_{\xi}(x)=\sqrt{\xi+k^{4}} / k^{2}$ for $\tau \leqslant x<1-\tau$;
(2) since $y_{\xi}(x)$ is increasing for $x \in[0, \tau]$ and decreasing for $x \in[1-\tau, 1]$, we have $\max _{x \in[0,1]} y_{\xi}^{2}(x)=\left(\xi+k^{4}\right) / k^{4} ;$
(3)

$$
\begin{aligned}
& \int_{0}^{1}\left(y_{\xi}^{\prime}(x)\right)^{2} \mathrm{~d} x \\
& =\int_{0}^{\tau}\left(-\frac{\xi}{k^{2}} \sin \sqrt{\xi} x+\sqrt{\xi} \cos \sqrt{\xi} x\right)^{2} \mathrm{~d} x \\
& \quad+\int_{1-\tau}^{1}\left(\frac{\xi}{k^{2}} \sin \sqrt{\xi}(1-x)-\sqrt{\xi} \cos \sqrt{\xi}(1-x)\right)^{2} \mathrm{~d} x
\end{aligned}
$$

$$
\begin{aligned}
& =2 \int_{0}^{\tau}\left(\frac{\xi^{2}}{k^{4}} \frac{1-\cos (2 \sqrt{\xi} x)}{2}+\xi \frac{1+\cos (2 \sqrt{\xi} x)}{2}-\frac{\xi \sqrt{\xi}}{k^{2}} \sin (2 \sqrt{\xi} x)\right) \mathrm{d} x \\
& =\left.\frac{\xi^{2}}{k^{4}}\left(x-\frac{\sin (2 \sqrt{\xi} x)}{2 \sqrt{\xi}}\right)\right|_{0} ^{\tau}+\left.\xi\left(x+\frac{\sin (2 \sqrt{\xi} x)}{2 \sqrt{\xi}}\right)\right|_{0} ^{\tau}+\left.\frac{\xi}{k^{2}} \cos (2 \sqrt{\xi} x)\right|_{0} ^{\tau} \\
& =\frac{\xi^{2}}{k^{4}}\left(\tau-\frac{k^{2}}{\xi+k^{4}}\right)+\xi\left(\tau+\frac{k^{2}}{\xi+k^{4}}\right)+\frac{\xi}{k^{2}}\left(\frac{\xi-k^{4}}{\xi+k^{4}}-1\right) \\
& =\frac{1}{\sqrt{\xi}} \arctan \frac{k^{2}}{\sqrt{\xi}}\left(\frac{\xi^{2}}{k^{4}}+\xi\right)-\frac{\xi}{k^{2}}
\end{aligned}
$$

(4)

$$
\begin{aligned}
& \int_{0}^{1} y_{\xi}^{2}(x) \mathrm{d} x \\
&= \int_{0}^{\tau}\left(\frac{\sqrt{\xi}}{k^{2}} \cos \sqrt{\xi} x+\sin \sqrt{\xi} x\right)^{2} \mathrm{~d} x+\int_{\tau}^{1-\tau} \frac{\xi+k^{4}}{k^{4}} \mathrm{~d} x \\
&+\int_{1-\tau}^{1}\left(\frac{\sqrt{\xi}}{k^{2}} \cos \sqrt{\xi}(1-x)+\sin \sqrt{\xi}(1-x)\right)^{2} \mathrm{~d} x \\
&=\left.\frac{\xi}{k^{4}}\left(x+\frac{\sin (2 \sqrt{\xi} x)}{2 \sqrt{\xi}}\right)\right|_{0} ^{\tau}+\left.\left(x-\frac{\sin (2 \sqrt{\xi} x)}{2 \sqrt{\xi}}\right)\right|_{0} ^{\tau}-\left.\frac{1}{k^{2}} \cos (2 \sqrt{\xi} x)\right|_{0} ^{\tau} \\
&+\left(\frac{\xi}{k^{4}}+1\right)(1-2 \tau)=-\frac{1}{\sqrt{\xi}} \arctan \frac{k^{2}}{\sqrt{\xi}}\left(\frac{\xi}{k^{4}}+1\right)+\frac{1}{k^{2}}+\frac{\xi}{k^{4}}+1
\end{aligned}
$$

Finally, we have that $\xi_{*}$ is a solution to the equation $\arctan \left(k^{2} / \sqrt{\xi}\right)=\frac{1}{2}(\xi-1) / \sqrt{\xi}$.
Put $t=\sqrt{\xi}>0$ and consider the equation $\arctan \left(k^{2} / t\right)=\frac{1}{2}\left(t^{2}-1\right) / t$ for $t \in$ $(0,+\infty)$.

The function $\arctan \left(k^{2} / t\right)$ is decreasing for $t>0$, tends to $\pi / 2$ as $t \rightarrow 0+0$, to 0 as $t \rightarrow+\infty$ (see Fig. 1). The function $\frac{1}{2}\left(t^{2}-1\right) / t$ is increasing for $t>0$, tends to $-\infty$ as $t \rightarrow 0+0$, to $+\infty$ as $t \rightarrow+\infty$, is equal to 0 for $t=1$. It follows that this equation has a unique positive solution $t_{*}$, and $t_{*}>1$.


Figure 1.

Besides, though the solution depends on $k^{2}$, it is possible to indicate the interval which $t_{*}$ belongs to, where the bounds do not depend on $k^{2}$, and to estimate $t_{*}$ on these bounds. According to the behaviour of $\arctan \left(k^{2} / t\right)$, we get:
(1) if $k^{2} \rightarrow 0$, then $t_{*} \rightarrow 1+0$;
(2) if $k^{2} \rightarrow+\infty$, then $\arctan \left(k^{2} / t\right) \rightarrow \pi / 2$, and $t_{*}$ tends to the positive solution of the equation $\frac{1}{2}\left(t^{2}-1\right) / t=\pi / 2$, which means $t_{*} \rightarrow\left(\pi+\sqrt{\pi^{2}+4}\right) / 2$;
(3) $t_{*} \in\left(1,\left(\pi+\sqrt{\pi^{2}+4}\right) / 2\right)$ for all $k \neq 0$.

For $\xi_{*}=t_{*}^{2}$ we obtain:
(1) if $k^{2} \rightarrow 0$, then $\xi_{*} \rightarrow 1+0$;
(2) if $k^{2} \rightarrow+\infty$, then $\xi_{*} \rightarrow \frac{1}{2} \pi^{2}+1+\frac{1}{2} \pi \sqrt{\pi^{2}+4}$;
(3) $\xi_{*} \in\left(1, \frac{1}{2} \pi^{2}+1+\frac{1}{2} \pi \sqrt{\pi^{2}+4}\right)$ for all $k \neq 0$.
3. Consider $y_{*}(x)=y_{\xi_{*}}(x)$. This function is a solution to the problems

$$
\begin{aligned}
& y^{\prime \prime}+\lambda y=0, \quad y^{\prime}(0)-k^{2} y(0)=0 \quad \text { for } 0 \leqslant x<\tau \\
& y^{\prime \prime}-\xi_{*} y+\lambda y=0, \quad \text { for } \quad \tau \leqslant x<1-\tau \\
& y^{\prime \prime}+\lambda y=0, \quad y^{\prime}(1)+k^{2} y(1)=0 \quad \text { for } 1-\tau \leqslant x \leqslant 1
\end{aligned}
$$

where $\lambda=\xi_{*}$. It follows that $y_{*}(x)$ is a solution to problem (1.1)-(1.2), where

$$
q(x)=q_{*}(x)= \begin{cases}0, & 0 \leqslant x<\tau \\ \xi_{*}, & \tau \leqslant x<1-\tau \\ 0, & 1-\tau \leqslant x<1\end{cases}
$$

(note that $q_{*}(x)$ satisfies condition (1.3)). Since $y_{*}(x)>0$ on $(0,1)$, it is the first eigenfunction of problem (1.1)-(1.2), and $\xi_{*}$ is the first eigenvalue of this problem.

Finally, the following conditions hold:

$$
\xi_{*}=\lambda_{1}\left(q_{*}\right) \leqslant M_{1}=\sup _{q \in A_{\gamma}} \inf _{y \in H_{1}(0,1) \backslash\{0\}} R(q, y) \leqslant \inf _{y \in H_{1}(0,1) \backslash\{0\}} L(y) \leqslant L\left(y_{*}\right)=\xi_{*}
$$

Therefore $M_{1}=\xi_{*}$.
Proposition. If $k=0, \gamma>1$, then $m_{\gamma}=0$.
Proof. Substituting $k=0$ in (1.2), we have $y^{\prime}(0)=y^{\prime}(1)=0$; similarly, from (1.4) we get

$$
R(q, y)=\frac{\int_{0}^{1} y^{\prime 2}(x) \mathrm{d} x+\int_{0}^{1} q(x) y^{2}(x) \mathrm{d} x}{\int_{0}^{1} y^{2}(x) \mathrm{d} x} .
$$

Put

$$
y_{1}=1, \quad q_{\varepsilon}(x)= \begin{cases}\varepsilon^{-1 / \gamma}, & 0<x<\varepsilon \\ 0, & \varepsilon<x<1\end{cases}
$$

Then, since $\gamma>1$, we have

$$
m_{\gamma}=\inf _{q \in A_{\gamma}}\left(\inf _{y \in H_{1}(0,1) \backslash\{0\}} R(q, y)\right) \leqslant R\left(q_{\varepsilon}, y_{1}\right)=\varepsilon^{1-1 / \gamma} \rightarrow 0 \text { as } \varepsilon \rightarrow 0
$$

Thus we conclude that $m_{\gamma}=0$.
Proposition. If $k=0, \gamma \leqslant 1$, then $m_{\gamma} \geqslant 1 / 4$.
Proof. Put $\Delta=\left\{y(x): y(x) \in H_{1}(0,1) \backslash\{0\}, \int_{0}^{1} y^{2}(x) \mathrm{d} x=1, y(x) \geqslant 0\right\}$.
Note that $\lambda_{1}=\inf _{y \in H_{1}(0,1) \backslash\{0\}} R(q, y)=\inf _{y \in \Delta} R(q, y)$.
Put $\alpha=\int_{0}^{1} y^{\prime 2}(x) \mathrm{d} x, \beta=\min _{y \in[0,1]} y=y(\xi)$, where $\xi \in[0,1]$.
Using $y(x)=y(\xi)+\int_{\xi}^{x} y^{\prime}(s) \mathrm{d} s$ and the Hölder inequality, we obtain

$$
y^{2}(x) \leqslant 2 \beta^{2}+2\left(\int_{\xi}^{x} y^{\prime}(s) \mathrm{d} s\right)^{2} \leqslant 2 \beta^{2}+2 \int_{\xi}^{x} y^{\prime 2}(s) \mathrm{d} s \leqslant 2 \beta^{2}+2 \alpha
$$

For $y(x) \in \Delta$ we get $2 \beta^{2}+2 \alpha \geqslant 1$. If follows that one of the following cases takes place: (a) $2 \alpha \geqslant 1 / 2$; (b) $2 \beta^{2} \geqslant 1 / 2$.
(a) Suppose $\alpha \geqslant 1 / 4$. Hence for $y(x) \in \Delta$ and $q(x) \in A_{\gamma}$ we get

$$
R(q, y)=\frac{\alpha+\int_{0}^{1} q(x) y^{2} \mathrm{~d} x}{1} \geqslant \frac{1}{4} .
$$

(b) Suppose $\beta \geqslant 1 / 2$. Since $y(x) \geqslant \beta$ for all $y(x) \in[0,1]$, for $y(x) \in \Delta$ and $q(x) \in A_{\gamma}$ we get

$$
R(q, y)=\frac{\int_{0}^{1} y^{\prime 2}(x) \mathrm{d} x+\int_{0}^{1} q(x) y^{2} \mathrm{~d} x}{1} \geqslant \int_{0}^{1} q(x) y^{2} \mathrm{~d} x \geqslant \frac{1}{4} \int_{0}^{1} q(x) \mathrm{d} x .
$$

Using the Hölder inequality, we have

$$
\begin{aligned}
1=\int_{0}^{1} q^{\gamma /(\gamma-1)} q^{\gamma /(1-\gamma)} \mathrm{d} x & \leqslant\left(\int_{0}^{1} q(x) \mathrm{d} x\right)^{\gamma /(\gamma-1)}\left(\int_{0}^{1} q^{\gamma} \mathrm{d} x\right)^{1 /(1-\gamma)} \\
& =\left(\int_{0}^{1} q(x) \mathrm{d} x\right)^{\gamma /(\gamma-1)} \quad \text { for } \gamma<0,
\end{aligned}
$$

and

$$
\int_{0}^{1} q^{\gamma}(x) \mathrm{d} x \leqslant\left(\int_{0}^{1} q(x) \mathrm{d} x\right)^{\gamma}\left(\int_{0}^{1} 1^{1 /(1-\gamma)} \mathrm{d} x\right)^{1-\gamma} \quad \text { for } \gamma \in(0,1]
$$

whence $\int_{0}^{1} q(x) \mathrm{d} x \geqslant 1$.

Hence, $R(q, y) \geqslant 1 / 4$ in both cases, and

$$
m_{\gamma}=\inf _{q \in A_{\gamma}}\left(\inf _{y \in H_{1}(0,1) \backslash\{0\}} R(q, y)\right)=\inf _{q \in A_{\gamma}}\left(\inf _{y \in \Delta} R(q, y)\right) \geqslant \frac{1}{4} .
$$
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