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Abstract. The paper deals with a nonlocal problem related to the equilibrium of a confined plasma in a Tokamak machine. This problem involves terms $u_{*}^{\prime}(|u>u(x)|)$ and $|u>u(x)|$, which are neither local, nor continuous, nor monotone. By using the Galerkin approximate method and establishing some properties of the decreasing rearrangement, we prove the existence of solutions to such problem.
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## 1. Introduction and statement of the main Results

In this paper, we are mainly interested in the resolution of a class of nonlocal problems governing the equilibrium of a plasma in a Tokamak (a toroidal machine). For a detailed presentation of this model, we refer the reader to [3], [23], [33] and the references therein. The configuration is assumed to be axi-symmetric (for example the cylindrical machine), thus the problem can be reduced to a two-dimensional one in the meridian section of the torus. From the Maxwell equations and the magnetohydrodynamic theory of equilibrium in the plasma, one can deduce that the flux function $u$ satisfies the problem

$$
\left\{\begin{array}{l}
-\Delta u=f(x, u) \quad \text { in }\{u>0\}  \tag{P}\\
-\Delta u=0 \quad \text { in }\{u \leqslant 0\} \\
u=\gamma(\text { a negative constant to be determined }) \quad \text { on } \partial \Omega \\
-\int_{\partial \Omega} \partial u / \partial n=I \text { (a given positive constant) }
\end{array}\right.
$$

This work is supported by Natural Science Foundation of Jiangxi (No. 20132BAB211006), NSFC (No. 10401009) and NCET (No. 060275) of China.
where $\Omega$ (representing the cross section of the Tokamak) is a bounded, open and connected subset of $\mathbb{R}^{2}$ with regular boundary $\partial \Omega$ with the outward unit normal $n$. The set $\Omega_{p}:=\{u>0\}$ is the region occupied by the plasma, the set $\Omega_{v}:=\{u \leqslant 0\}$ is the vacuum region.

The term $f(x, u)$ represents the derivative $\mathrm{d} p / \mathrm{d} u$ where $p$ is the pressure term. The exact expression of $f$ cannot be obtained from the MHD system and some constitutive law must be assumed. A simple model is proposed that $f$ depends on $u$ in a local way (the typical example is $f(u)=\lambda u_{+}$). This typical model was considered by several authors to study the equilibrium states of a confined plasma in Tokamak devices (see [2], [33], [35]) and in Stellarator devices (see [7], [8], [9], [25]).

Assuming that the fluid is adiabatic, a more sophisticated model is considered by H. Grad in [14] (see also [23], [34] and [17]): $f$ depending on $u$ in a nonlocal way, i.e. $f$ depends on $x, u,|u>u(x)|, u_{*}^{\prime}(|u>u(x)|)$ or even the term $u_{*}^{\prime \prime}(|u>u(x)|)$, where $u_{*}$ denotes the decreasing rearrangement of $u$ (see Section 2 below) and $u_{*}^{\prime}(s)=\mathrm{d} u_{*} / \mathrm{d} s$.

When $f$ depends on the nonlocal term $|u>u(x)|$, this model has also been studied in literature (see [13], [18], [19], [21], [22], [26], [29]). Rakotoson has studied a GradShafranov problem in [28] in the case of $f(x, u)=k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)$. Ferone et al. [10] (see also [11]) have considered the case of $f(x, u)=G(x, u, \mid u>$ $\left.u(x) \mid, k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right)$, satisfying the growth condition $\mu_{0} s_{+}+\delta^{\prime} \leqslant$ $G(x, s, t, r) \leqslant \kappa_{1}|s|+\kappa_{2}$, where $\mu_{0}, \delta^{\prime}, \kappa_{1}, \kappa_{2}$ are positive constants and the function $k$ is defined by

$$
\begin{equation*}
k(s)=\min \left\{s^{1 / 2},(|\Omega|-s)^{1 / 2}\right\} . \tag{1.1}
\end{equation*}
$$

Concerning the case $f(x, u)=g\left(u,|u>u(x)|, u_{*}^{\prime}(|u>u(x)|)\right)$ in a Stellarator model, the existence of solutions has been studied recently in [37].

In this paper, we consider problem $(\mathrm{P})$ with the general pressure law

$$
\begin{equation*}
f(x, u)=\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q}+g(x), \tag{1.2}
\end{equation*}
$$

where $\varphi:[0, \infty] \rightarrow[0, \infty]$ is a continuous function, $q$ is a positive constant with $1 \leqslant q<2$ and $0 \leqslant g \in L^{r}(\Omega)$ with $r>1$. As in [6] (see also [3], [33], and [28]), $\lambda>0$ is the parameter which represents the ratio between the particle pressure and the magnetic pressure.

Clearly, under this pressure law, problem $(\mathrm{P})$ is equivalent to the problem
$(\mathscr{P})\left\{\begin{array}{l}-\Delta u=\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\{u>0\}}+g(x) \chi_{\{u>0\}} \text { in } \Omega, \\ u=\gamma \text { (a negative constant to be determined) on } \partial \Omega, \\ -\int_{\partial \Omega} \partial u / \partial n=I \text { (a given positive constant). }\end{array}\right.$

Our main goal in this paper is to study the existence of solutions to problem ( $\mathscr{P}$ ). The main difficulties lie in the boundary conditions, and the facts that the operator is in general not coercive and the nonlinearity $g$ is only known to be continuous on $\mathcal{V}=\left\{v \in H^{1}(\Omega):|\{x: \nabla v(x)=0\}|=0\right\}$. To overcome these difficulties, we will introduce a truncated problems $\left(\mathscr{P}_{h}\right)$ which will be approximated by a family of problems $\left(\mathscr{P}_{h \varepsilon}\right)$, and solve the problem $\left(\mathscr{P}_{h \varepsilon}\right)$ by means of the Galerkin method and a topological degree theory. Finally, thanks to the $L^{\infty}$ estimates on $u_{h+}$ (see Theorem 4.3), we prove that $u=u_{h}$ is a solution of problem ( $\mathscr{P}$ ) if $h$ is large enough. Thus, as in [21] (see also [29]), our main results are stated as follows.

Theorem 1.1. Let $\alpha=\min \{2 / q, r\}$. Suppose that $\int_{\Omega} g(x) \mathrm{d} x>I$ and

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{0}^{|\Omega|} \frac{1}{\theta} \int_{0}^{\theta}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s \mathrm{~d} \theta<\sup _{s>0} W(s), \tag{1.3}
\end{equation*}
$$

where $W$ is defined as

$$
\begin{equation*}
W(s)=\int_{0}^{s} \exp \left(-\frac{q}{8 \pi} \int_{\theta}^{s} \varphi^{2 / q}(\tau) \mathrm{d} \tau\right) \mathrm{d} \theta . \tag{1.4}
\end{equation*}
$$

Assume that (1.2) holds and $\varphi$ is a monotone increasing function, then problem ( $\mathscr{P}$ ) admits a solution $u \in H^{1}(\Omega) \cap W^{2, \alpha}(\Omega)$ with $u_{+} \in L^{\infty}(\Omega)$ in the following sense:
(1) $-\Delta u=\hat{f} \chi_{\{u>0\}}+g(x) \chi_{\{u>0\}}$, where $\hat{f} \in L^{\alpha}(\Omega)$ is such that

$$
\hat{f}(x) \in \lambda \varphi\left(u_{+}\right)\left|k(\beta(u(x))) u_{*}^{\prime}(\beta(u(x)))\right|^{q},
$$

where $\beta(u(x))=[|u>u(x)|,|u \geqslant u(x)|]$.
(2) $u_{\mid \partial \Omega}=\gamma<0$.
(3) $-\int_{\partial \Omega} \partial u / \partial n=I$.

Remark 1.1. We point out that $\int_{\Omega} g(x) \mathrm{d} x>I$ is a sufficient condition for the existence of a free boundary $u_{\left.\right|_{\partial \Omega}}<0$ and $u_{+} \not \equiv 0$. Indeed, we have

$$
-\int_{\partial \Omega} \frac{\partial u}{\partial n}=\int_{\{u>0\}} \hat{f}+g(x) \mathrm{d} x=I>0,
$$

thus $u_{+} \not \equiv 0$. Moreover, arguing as in (4.40), we obtain $u_{\left.\right|_{\partial \Omega}}<0$. The existence of a free boundary to problem ( $\mathscr{P}$ ) (or (P)) is physically expected, since the plasma can not touch the vacuum vessel $\partial \Omega$ in this case.

Remark 1.2. We observe that the above function $u$ does not satisfy the standard notion of solutions to problem $(\mathscr{P})$, since the term $\lambda \varphi\left(u_{+}\right) \mid k(|u>u(x)|) u_{*}^{\prime}(\mid u>$ $u(x) \mid)\left.\right|^{q}$ does not appear in the equation of problem $(\mathscr{P})$, but is replaced by $\hat{f}$. This is due to the fact that the nonlinearity is only known to be continuous on $\mathcal{V}$. Under some additional assumptions on $g$, we prove that $\mid\{x: u(x)>0$ and $\nabla u(x)=0\} \mid=0$ and thus $u$ is a solution of problem ( $\mathscr{P})$ in the standard sense. More precisely, we have

Theorem 1.2. Assume that $g(x)>0$ a.e. in $\Omega$. If the assumptions of Theorem 1.1 hold, then there exists a solution $u \in H^{1}(\Omega) \cap W^{2, \alpha}(\Omega)$ with $u_{+} \in L^{\infty}(\Omega)$ to problem ( $\mathscr{P}$ ) in the standard sense.

Remark 1.3. Condition (1.3) is important to obtain the $L^{\infty}$ estimates on the function $u_{h+}$ (see Theorem 4.3) and then to get the existence of the solution $u$. If $\varphi \in L^{2 / q}[0, \infty)$, then we can also obtain $L^{\infty}$ estimates on $u_{h+}$ and prove the existence of solutions to problem ( $\mathscr{P}$ ) without condition (1.3). Moreover, the assumption that $\varphi$ is monotone increasing is removed. This result is stated as follows.

Theorem 1.3. Let $q$ be a positive constant with $1 \leqslant q<2$ and $0 \leqslant g \in L^{r}(\Omega)$. Assume that $\int_{\Omega} g(x) \mathrm{d} x>I$ and $\varphi:[0, \infty] \rightarrow[0, \infty]$ is a continuous function with $\varphi \in L^{2 / q}[0, \infty)$. Then problem ( $\left.\mathscr{P}\right)$ admits a solution $u \in H^{1}(\Omega) \cap W^{2, \alpha}(\Omega)$ with $u_{+} \in L^{\infty}(\Omega)$ in sense of Theorem 1.1. Moreover, if $g(x)>0$ a.e. in $\Omega$, then $u$ is a solution to problem ( $\mathscr{P}$ ) in the standard sense.

Remark 1.4. If $\varphi \equiv c_{0}$ (a positive constant), then $\varphi \notin L^{2 / q}[0, \infty)$. However, we can still get the existence of a solution $u$ to problem ( $\mathscr{P}$ ) without condition (1.3). This result is stated as follows.

Theorem 1.4. Assume that $\int_{\Omega} g(x) \mathrm{d} x>I$ and $\varphi(\cdot) \equiv c_{0}$, then problem ( $\left.\mathscr{P}\right)$ admits a solution $u \in H^{1}(\Omega) \cap W^{2, \alpha}(\Omega)$ in the sense of Theorem 1.1. Moreover, if $g(x)>0$ a.e. in $\Omega$, then $u$ is a solution to problem $(\mathscr{P})$ in the standard sense.

Remark 1.5. The operator $\Delta$ can be extended to a more general operator of the form $\operatorname{div}(a(x) \nabla u)$ with $a \in C^{1, \beta}(\bar{\Omega})$. Furthermore, it is possible to adopt our results to the more general problem

$$
\left\{\begin{array}{l}
-\operatorname{div}(a(x) \nabla u)=f\left(x, u,|u>u(x)|, u_{*}^{\prime}(|u>u(x)|)\right) \chi_{\{u>0\}} \quad \text { in } \Omega, \\
u=\gamma(\text { a negative constant to be determined) on } \partial \Omega, \\
-\int_{\partial \Omega} \partial u / \partial n=I \text { (a given positive constant), }
\end{array}\right.
$$

under some appropriate assumptions on $f$.

This paper is organized as follows: In Section 2, we first recall the notions of the monotone and relative rearrangements of a function, as well as some of their properties. In Section 3, we prove some results used in the Galerkin approximation. In Section 4, we first introduce a family of truncation problems $\left(\mathscr{P}_{h}\right)$ and then prove the existence of solutions to $\left(\mathscr{P}_{h}\right)$. Finally, we complete the proofs of the main results.

## 2. Properties of the decreasing and relative rearrangement

Let $\Omega$ be a connected and bounded open measurable subset of $\mathbb{R}^{2}$ (here we consider the two dimensional case, but the definitions and some of the results hold for any dimension $N \geqslant 2$ ), we denote by $|E|$ the Lebesgue measure of a measurable set $E$.

Given a measurable function $u: \Omega \rightarrow \mathbb{R}$, we will say that $u$ has a flat region at the level $t$ if $|u=t|=|\{x \in \Omega: u(x)=t\}|>0$. We recall that there exists an at most countable family $D$ of flat regions $P_{u}\left(t_{i}\right)=\left\{u=t_{i}\right\}$ (see [7], [22]). The union of all the flat regions of $u$ is denoted by $P(u)=\bigcup_{i \in D} P_{u}\left(t_{i}\right)$.

We define the distribution function $\mu_{u}(t)$ of $u$ as follows:

$$
\mu_{u}(t)=|\{x \in \Omega: u(x)>t\}|=|u>t| \quad \forall t \in \mathbb{R}
$$

The decreasing rearrangement $u_{*}$ of $u$ is defined as the generalized inverse function of $\mu_{u}(t)$, i.e.

$$
u_{*}(s)=\inf \left\{t \in \mathbb{R}: \mu_{u}(t) \leqslant s\right\}, \quad s \in \bar{\Omega}_{*}=[0,|\Omega|] .
$$

We shall use the following classical result about the decreasing rearrangement.

Lemma 2.1 (see [20] and the references therein). Let $u$ and $v$ be measurable functions in $\Omega$, then the following assertions are true.
(1) $\mu_{u}\left(u_{*}(s)\right) \leqslant s, \forall s \in \Omega_{*}$. Moreover, if $u$ has no flat regions, then $\mu_{u}$ is continuous and $\mu_{u}\left(u_{*}(s)\right)=s$.
(2) $u$ and $u_{*}$ are equimeasurable, i.e. $|u>\theta|=\left|u_{*}>\theta\right| \forall \theta \in \mathbb{R}$.
(3) Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a Borel function such that $\varphi(u) \in L^{1}(\Omega)$. Then

$$
\begin{equation*}
\int_{\Omega} \varphi(u(x)) \mathrm{d} x=\int_{\Omega_{*}} \varphi\left(u_{*}(s)\right) \mathrm{d} s \tag{2.1}
\end{equation*}
$$

(4) If $u \leqslant v$ almost everywhere in $\Omega$, then $u_{*}(s) \leqslant v_{*}(s) \forall s \in \Omega_{*}$.
(5) The mapping $u \rightarrow u_{*}$ sends $L^{p}(\Omega)$ into $L^{p}\left(\Omega_{*}\right)$ and it is a contraction, i.e. $\left\|u_{*}-v_{*}\right\|_{L^{p}\left(\Omega_{*}\right)} \leqslant\|u-v\|_{L^{p}(\Omega)}$.
(6) Let $E \subset \Omega$ be a measurable subset. Then

$$
\int_{E} u(x) \mathrm{d} x \leqslant \int_{0}^{|E|} u_{*}(s) \mathrm{d} s
$$

(7) Let $\psi$ be a non-decreasing function. Then $\psi\left(u_{*}\right)=(\psi(u))_{*}$ a.e. in $\Omega$.

Lemma 2.2 (see [24]). Let $F \in L_{\text {loc }}^{1}\left(\Omega_{*}\right), F \geqslant 0$ and $u \in W^{1,1}(\Omega)$ with $u \geqslant 0$. Then for all $s$ and $s^{\prime}$ with $s \leqslant s^{\prime}$ in $\bar{\Omega}_{*}$, we have

$$
\int_{u_{*}\left(s^{\prime}\right)}^{u_{*}(s)} F\left(\mu_{u}(\theta)\right)\left(-\mu_{u}^{\prime}(\theta)\right) \mathrm{d} \theta \leqslant \int_{s}^{s^{\prime}} F(\sigma) \mathrm{d} \sigma .
$$

Now we recall another notion: the relative rearrangement.
Let now $v \in L^{p}(\Omega)$ with $1 \leqslant p \leqslant \infty$, we define a function $w$ in $\Omega_{*}$ by

$$
w(s)=\left\{\begin{array}{l}
\int_{\left\{u>u_{*}(s)\right\}} v(x) \mathrm{d} x \quad \text { if }\left|u=u_{*}(s)\right|=0, \\
\int_{\left\{u>u_{*}(s)\right\}} v(x) \mathrm{d} x+\int_{0}^{s-\left|u>u_{*}(s)\right|}\left(\left.v\right|_{\left.P_{u}\left(u_{*}(s)\right)\right)_{*}(t) \mathrm{d} t \quad \text { otherwise }}\right.
\end{array}\right.
$$

where $\left(\left.v\right|_{P_{u}\left(u_{*}(s)\right)}\right)_{*}$ is the decreasing rearrangement of the restriction of $v$ to $P_{u}\left(u_{*}(s)\right)$.

Lemma 2.3 (see [22], [20], and [27]). Let $u \in L^{1}(\Omega)$ and $v \in L^{p}(\Omega)$ with $1 \leqslant p$ $\leqslant \infty$. Then $w \in W^{1, p}\left(\Omega_{*}\right)$ and $\|\mathrm{d} w / \mathrm{d} s\|_{L^{p}\left(\Omega_{*}\right)} \leqslant\|v\|_{L^{p}(\Omega)}$.

Definition 2.1. The function $\mathrm{d} w / \mathrm{d} s$ is called the relative rearrangement of $v$ with respect to $u$ and is denoted by $v_{* u}$.

The relative rearrangement has several properties as follows (see also [8], [25], [22], [27]).

Lemma 2.4. Assume that $u, v_{1}, v_{2} \in L^{1}(\Omega)$. Then the following assertions hold:
(i) If $v_{1} \leqslant v_{2}$ a.e. in $\Omega$, then $v_{1 * u} \leqslant v_{2 * u}$ a.e. in $\Omega_{*}$.
(ii) If $F$ is a Borel function such that $F(u) \in L^{1}(\Omega)$, then $\left(v_{1}+F(u)\right)_{* u}=v_{1 * u}+$ $F\left(u_{*}\right)$. In particular, $(c+F(u))_{* u}=c+F\left(u_{*}\right)$, where $c \in \mathbb{R}$. Moreover, if $b \in L^{\infty}(\Omega)$ and $|P(u)|=0$, then $(F(u) b)_{* u}=F\left(u_{*}\right) b_{* u}$.
(iii) The mapping $v \rightarrow v_{* u}$ sends $L^{p}(\Omega)$ into $L^{p}\left(\Omega_{*}\right)$ for any $1 \leqslant p \leqslant \infty$ and it is a contraction, i.e. $\left\|v_{1 * u}-v_{2 * u}\right\|_{L^{p}\left(\Omega_{*}\right)} \leqslant\left\|v_{1}-v_{2}\right\|_{L^{p}(\Omega)}$. In particular,

$$
\left\|v_{* u}\right\|_{L^{p}\left(\Omega_{*}\right)} \leqslant\|v\|_{L^{p}(\Omega)} \forall v \in L^{p}(\Omega) .
$$

We also need the notion of a co-area regular function (see [1]):

Definition 2.2. Let $u \in W_{\mathrm{loc}}^{1,1}(\Omega)$. For $\theta \in \mathbb{R}$ we set $\mu_{u, 0}(\theta):=\mid\{x \in \Omega$ : $u(x)>\theta$ and $\nabla u(x)=0\} \mid$ and $\mu_{u, 1}(\theta)=\mu_{u}(\theta)-\mu_{u, 0}(\theta)$. We will say that $u$ is a co-area regular function if the Radon measure $\left(\mu_{u, 0}\right)^{\prime}$ is singular with respect to the Lebesgue measure on $\mathbb{R}$.

Lemma 2.5 (see [8] and [28]). If $u \in W_{\mathrm{loc}}^{2, p}(\Omega)$ for some $p>1$, then $u$ is a co-area regular function.

Lemma 2.6 (see [8], [26], and [1]). Let $v$ be a co-area regular function of $W^{1, p}(\Omega)$, $1 \leqslant p \leqslant \infty$. If $v_{n}$ is a bounded sequence of $W^{1, p}(\Omega)$ such that $v_{n}$ converges to $v$ strongly in $W^{1, p}(\Omega)$, then

$$
\begin{aligned}
v_{n *}^{\prime}(s) \rightarrow v_{*}^{\prime}(s) & \text { a.e. in } \Omega_{*}, \\
k(s) v_{n *}^{\prime}(s) \rightarrow k(s) v_{*}^{\prime}(s) & \text { strongly in } L^{p}\left(\Omega_{*}\right),
\end{aligned}
$$

where $k$ is defined as in (1.1).
Now we recall the notion of the mean value operator introduced in [22] (see also [26]).

Definition 2.3. Let $u \in L^{1}(\Omega)$ and $\varphi \in L^{1}\left(\Omega_{*}\right)$, we define the mean value operator $\mathscr{M}_{u}(\varphi)$ by

$$
\mathscr{M}_{u}(\varphi)(x)= \begin{cases}\varphi(|u>u(x)|) & \text { if } x \in \Omega \backslash P(u), \\ \frac{1}{|u=u(x)|} \int_{|u>u(x)|}^{|u \geqslant u(x)|} \varphi(\sigma) \mathrm{d} \sigma & \text { otherwise } .\end{cases}
$$

Definition 2.4. Let $u, v \in L^{1}(\Omega)$ and $\varphi \in L^{1}\left(\Omega_{*}\right)$. We define the second category mean value operator $\mathscr{M}_{u, v}(\varphi)$ as the function

$$
\mathscr{M}_{u, v}(\varphi)(x)= \begin{cases}\varphi(|u>u(x)|) & \text { if } x \in \Omega \backslash P(u) \\ \mathscr{M}_{v_{i}}\left(h_{i}\right)(x) & \text { if } x \in P_{u}\left(\theta_{i}\right)\end{cases}
$$

where $v_{i}=\left.v\right|_{P_{u}\left(\theta_{i}\right)}$ is the restriction of $v$ to $P_{u}\left(\theta_{i}\right)$ and $h_{i}:\left(0,\left|P_{u}\left(\theta_{i}\right)\right|\right) \rightarrow \mathbb{R}, h_{i}(s)=$ $\varphi\left(s+\left|u>\theta_{i}\right|\right)$.

Lemma 2.7 (see [9] and [22]). Let $u \in L^{1}(\Omega)$ and $v \in L^{p}(\Omega), 1 \leqslant p \leqslant \infty$. For any $\varphi \in L^{p^{\prime}}\left(\Omega_{*}\right)$, we have

$$
\int_{\Omega_{*}} v_{* u}(s) \varphi(s) \mathrm{d} s=\int_{\Omega} \mathscr{M}_{u, v}(\varphi)(x) v(x) \mathrm{d} x .
$$

If $|P(u)|=0$ the last equality is reduced to

$$
\int_{\Omega_{*}} v_{* u}(s) \varphi(s) \mathrm{d} s=\int_{\Omega} \varphi(|u>u(x)|) v(x) \mathrm{d} x .
$$

Lemma 2.8 (see [24] and [31]). Let $u \in W_{0}^{1, p}(\Omega)$ and $v=|u|$, where $p>1$. Then for a.e. $\theta \in[0, \underset{\Omega}{\operatorname{ess} \sup } v]$,

$$
-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\{v>\theta\}}|\nabla v| \mathrm{d} x \geqslant 2 \pi^{1 / 2} \mu_{v}^{1 / 2}(\theta) .
$$

## 3. Some useful results

As mentioned in the introduction, the proof of Theorem 1.1 is based on the application of the Galerkin method. We have devoted this section to proving some results which are crucial for passing to the limit in the approximate problem.

Lemma 3.1. Set $L_{+}^{1}(\Omega)=\left\{w \in L^{1}(\Omega): w \geqslant 0\right\}$. Let $u \in L^{1}(\Omega)$ and let $F$ be a Borel function such that $F(u) \in L_{+}^{1}(\Omega), v \in L^{\infty}(\Omega)$. Then

$$
\begin{equation*}
(F(u) v)_{* u}(s)=F\left(u_{*}(s)\right) v_{* u}(s) \text { a.e. } s \in \Omega_{*} . \tag{3.1}
\end{equation*}
$$

Proof. Step 1: We prove that (3.1) holds for all $v \in L^{\infty}(\Omega)$ with $|P(v)|=0$ (i.e. $v$ has no flat region).

Using Lemma 2.7, we deduce that for all $\varrho \in L^{\infty}\left(\Omega_{*}\right)$,

$$
\int_{\Omega_{*}}(F(u) v)_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega} \mathscr{M}_{u, F(u) v}(\varrho)(x) F(u(x)) v(x) \mathrm{d} x .
$$

By the definition of $\mathscr{M}_{u, F(u) v}$ (see Definition 2.4), we have

$$
F(u(x)) \mathscr{M}_{u, F(u) v}(\varrho)(x)= \begin{cases}F(u(x)) \varrho(|u>u(x)|) & \text { if } x \in \Omega \backslash P(u), \\ 0 & \text { if } F(u(x))=0, \\ F(u(x)) \varrho(|u>u(x)|+\nu(x)) & \text { otherwise },\end{cases}
$$

where $\nu(x)=|\{y: u(y)=u(x), F(u(x)) v(y)>F(u(x)) v(x)\}|$.
Since $F(u(x))>0$ in the third case, we have

$$
\begin{equation*}
\nu(x)=|\{y: u(y)=u(x), v(y)>v(x)\}| . \tag{3.2}
\end{equation*}
$$

In view of this, we obtain

$$
F(u(x)) \mathscr{M}_{u, F(u) v}(\varrho)(x)=F(u(x)) \mathscr{M}_{u, v}(\varrho)(x),
$$

which leads to

$$
\begin{equation*}
\int_{\Omega_{*}}(F(u) v)_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega} \mathscr{M}_{u, v}(\varrho)(x) F(u(x)) v(x) \mathrm{d} x . \tag{3.3}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\int_{\Omega_{*}} F\left(u_{*}\right) v_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega} \mathscr{M}_{u, v}\left(F\left(u_{*}\right) \varrho\right)(x) v(x) \mathrm{d} x . \tag{3.4}
\end{equation*}
$$

By the definition of $\mathscr{M}_{u, v}$, we have
$\mathscr{M}_{u, v}\left(F\left(u_{*}\right) \varrho\right)(x)= \begin{cases}F\left(u_{*}(|u>u(x)|)\right) \varrho(|u>u(x)|) & \text { if } x \in \Omega \backslash P(u), \\ F\left(u_{*}(|u>u(x)|+\nu(x))\right) \varrho(|u>u(x)|+\nu(x)) & \text { otherwise },\end{cases}$
where $\nu$ is defined as in (3.2).
If $x \in P(u)$, then $[|u>u(x)|,|u \geqslant u(x)|] \subseteq P\left(u_{*}\right)$ and $u_{*}(s)=u(x)$ for all $s \in[|u>u(x)|,|u \geqslant u(x)|]$. Hence, we have

$$
u_{*}(|u>u(x)|+\nu(x))=u(x) \quad \text { for a.e. } x \in P(u)
$$

Moreover, by the definition of $u_{*}$, it is easy to see that

$$
u_{*}(|u>u(x)|)=u(x) \text { for a.e. } x \in \Omega \backslash P(u)
$$

The above two relations show that

$$
\begin{equation*}
\mathscr{M}_{u, v}\left(F\left(u_{*}\right) \varrho\right)(x)=F(u)(x) \mathscr{M}_{u, v}(\varrho)(x) \quad \text { for a.e. } x \in \Omega . \tag{3.5}
\end{equation*}
$$

It follows from (3.3)-(3.5) that

$$
\begin{align*}
\int_{\Omega_{*}}(F(u) v)_{* u}(s) \varrho(s) \mathrm{d} s & =\int_{\Omega} \mathscr{M}_{u, v}(\varrho)(x) F(u)(x) v(x) \mathrm{d} x  \tag{3.6}\\
& =\int_{\Omega_{*}} F\left(u_{*}\right) v_{* u}(s) \varrho(s) \mathrm{d} s, \quad \forall \varrho \in L^{\infty}\left(\Omega_{*}\right)
\end{align*}
$$

which implies that $(F(u) v)_{* u}=F\left(u_{*}\right) v_{* u}$.
Step 2: We prove that (3.1) holds for all $v \in L^{\infty}(\Omega)$. Clearly, (3.1) holds if $v \equiv 0$. Now we assume that $v \not \equiv 0$.

Let $\varphi_{n}$ be an eigenfunction of the Laplacian operator corresponding to $\lambda_{n}$ (see Section 4 for detail). For all $n$, we know that $\varphi_{n}$ is analytic in $\Omega$ (see [15] and [5]), and so $\left|P\left(\varphi_{n}\right)\right|=0$ (i.e. $\varphi_{n}$ does not have flat regions). Moreover, $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ is an orthonormal basis of $L^{2}(\Omega)$, and so there exist $\left\{a_{n}\right\}_{n=1}^{\infty} \subseteq R$ such that $v=\sum_{i=1}^{\infty} a_{i} \varphi_{i}$. Let $v_{n}=\sum_{i=1}^{n} a_{i} \varphi_{i}$. Then $v_{n} \in L^{\infty}(\Omega)$ and

$$
v_{n} \rightarrow v \quad \text { strongly in } L^{2}(\Omega) \text { and a.e. in } \Omega .
$$

Furthermore, $v_{n}$ is analytic in $\Omega$ and $\left|P\left(v_{n}\right)\right|=0$ as soon as $n$ is large enough (recall that $v \not \equiv 0$ ). By the proof of Step 1, we have for $l>0$

$$
\begin{equation*}
\int_{\Omega_{*}}\left(T_{l}(F(u)) v_{n}\right)_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega_{*}} T_{l}\left(F\left(u_{*}\right)\right) v_{n * u}(s) \varrho(s) \mathrm{d} s, \quad \forall \varrho \in L^{\infty}\left(\Omega_{*}\right) . \tag{3.7}
\end{equation*}
$$

By assertion (iii) of Lemma 2.4 and the Lebesgue dominated convergence theorem, we conclude that

$$
\left(T_{l}(F(u)) v_{n}\right)_{* u} \rightarrow\left(T_{l}(F(u)) v\right)_{* u} \quad \text { strongly in } L^{2}(\Omega)
$$

and

$$
v_{n * u} \rightarrow v_{* u} \quad \text { strongly in } L^{1}(\Omega) .
$$

The above two convergence results together with (3.7) lead to

$$
\begin{equation*}
\int_{\Omega_{*}}\left(T_{l}(F(u)) v\right)_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega_{*}} T_{l}\left(F\left(u_{*}\right)\right) v_{* u}(s) \varrho(s) \mathrm{d} s \quad \forall \varrho \in L^{\infty}\left(\Omega_{*}\right) \tag{3.8}
\end{equation*}
$$

Let $l \rightarrow \infty$ in (3.8). We find that

$$
\int_{\Omega_{*}}(F(u) v)_{* u}(s) \varrho(s) \mathrm{d} s=\int_{\Omega_{*}} F\left(u_{*}\right) v_{* u}(s) \varrho(s) \mathrm{d} s \quad \forall \varrho \in L^{\infty}\left(\Omega_{*}\right),
$$

which implies that $(F(u) v)_{* u}=F\left(u_{*}\right) v_{* u}$.
Thus, the proof of Lemma 3.1 is completed.
Remark 3.1. Since $L^{\infty}(\Omega)$ is dense in $L^{p}(\Omega)$ for $1<p<\infty$, we deduce that (3.1) holds for $F(u) \in L_{+}^{p^{\prime}}(\Omega), v \in L^{p}(\Omega)$. In contrast to Lemma 2.4 (see also Lemma 11 in [9]), we do not need the condition $|P(u)|=0$ but require that $F(u) \in L_{+}^{1}(\Omega)$. We also point out that the special case $F(u)=u \in L_{+}^{1}(\Omega)$ has already been studied in [12].

Lemma 3.2. Let $v \in W^{2, p}(\Omega)$ and $v_{n} \in W^{1, p}(\Omega)$ be such that

$$
\begin{equation*}
v_{n} \rightarrow v \quad \text { strongly in } W^{1, p}(\Omega) \text { with } p>1 \tag{3.9}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
k\left(\left|v_{n}>v_{n}(\cdot)\right|\right) & v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(\cdot)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}} \\
& \rightarrow k(|v>v(\cdot)|) v_{*}^{\prime}(|v>v(\cdot)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}} \quad \text { strongly in } L^{p}(\Omega),
\end{aligned}
$$

where $\chi_{\Omega \backslash P\left(v_{n}\right)}$ and $\chi_{\Omega \backslash P(v)}$ are the characteristic functions of $\Omega \backslash P\left(v_{n}\right)$ and $\Omega \backslash P(v)$, respectively.

Proof. By the equimeasurability, we obtain that

$$
\begin{align*}
\int_{\Omega} & \left|k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}}\right|^{p} \mathrm{~d} x  \tag{3.10}\\
& =\int_{\Omega \backslash P\left(v_{n}\right)}\left|k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\left\{v_{n}>0\right\}}\right|^{p} \mathrm{~d} x \\
& =\int_{\Omega_{*} \backslash P\left(v_{n *}\right)}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s=\int_{\Omega_{*}}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s \\
& =\int_{\Omega_{*} \backslash P\left(v_{*}\right)}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s+\int_{P\left(v_{*}\right)}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s
\end{align*}
$$

Similarly, we have

$$
\begin{gather*}
\int_{\Omega}\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}}\right|^{p} \mathrm{~d} x  \tag{3.11}\\
=\int_{\Omega_{*}}\left|k(s) v_{*}^{\prime}(s) \chi_{\left\{v_{*}>0\right\}}\right|^{p} \mathrm{~d} s
\end{gather*}
$$

Since $\chi_{\left\{v_{n *}>0\right\}}$ converges to $\chi_{\left\{v_{*}>0\right\}}$ a.e. in $\Omega_{*} \backslash P\left(v_{*}\right)$, using the Lebesgue dominated convergence theorem, Lemma 2.5, Lemma 2.6, and (3.9), we conclude that

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int_{\Omega_{*} \backslash P\left(v_{*}\right)}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s & =\int_{\Omega_{*} \backslash P\left(v_{*}\right)}\left|k(s) v_{*}^{\prime}(s) \chi_{\left\{v_{*}>0\right\}}\right|^{p} \mathrm{~d} s  \tag{3.12}\\
& =\int_{\Omega_{*}}\left|k(s) v_{*}^{\prime}(s) \chi_{\left\{v_{*}>0\right\}}\right|^{p} \mathrm{~d} s
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{P\left(v_{*}\right)}\left|k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}}\right|^{p} \mathrm{~d} s=0 \tag{3.13}
\end{equation*}
$$

Passing to the limit as $n$ tends to $\infty$ in (3.9) and using (3.10)-(3.13), we have

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \int_{\Omega}\left|k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}}\right|^{p} \mathrm{~d} x  \tag{3.14}\\
=\int_{\Omega}\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}}\right|^{p} \mathrm{~d} x .
\end{gather*}
$$

If $x \in P\left(v_{n}\right)$, then $\left[\left|v_{n}>v_{n}(x)\right|,\left|v_{n} \geqslant v_{n}(x)\right|\right] \subset P\left(v_{n *}\right)$ and so $k(s) v_{n *}^{\prime}(s)=0$ for a.e. $s \in\left[\left|v_{n}>v_{n}(x)\right|,\left|v_{n} \geqslant v_{n}(x)\right|\right]$, which implies that $\mathscr{M}_{v_{n}, w}\left(k v_{n *}^{\prime}\right)(x)=0$ for a.e. $x \in P\left(v_{n}\right)$ and any $w \in L^{p^{\prime}}(\Omega)$. If $x \notin P\left(v_{n}\right)$, then $\mathscr{M}_{v_{n}, w}\left(k v_{n *}^{\prime}\right)(x)=k\left(\mid v_{n}>\right.$ $\left.v_{n}(x) \mid\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right)$ for any $w \in L^{p^{\prime}}(\Omega)$. Thus, we obtain that

$$
\begin{equation*}
\mathscr{M}_{v_{n}, w}\left(k v_{n *}^{\prime}\right)(x)=k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} . \tag{3.15}
\end{equation*}
$$

Applying the same argument, we get

$$
\begin{equation*}
\mathscr{M}_{v, w}\left(k v_{*}^{\prime}\right)(x)=k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|) \chi_{\Omega \backslash P(v)} . \tag{3.16}
\end{equation*}
$$

Let $\psi=\chi_{P\left(v_{*}\right)}$ be the characteristic function of $P\left(v_{*}\right)$. We deduce from Lemma 2.7 and (3.15) that

$$
\begin{align*}
& \int_{\Omega} k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}} w(x) \mathrm{d} x  \tag{3.17}\\
&=\int_{\Omega} \mathscr{M}_{v_{n}, w}\left(k v_{n *}^{\prime}\right)(x) \chi_{\left\{v_{n}>0\right\}} w(x) \mathrm{d} x \\
&= \int_{\Omega_{*}} k(s) v_{n *}^{\prime}(s)\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}(s) \mathrm{d} s \\
&= \int_{\Omega_{*}} k(s) v_{n *}^{\prime}(s)\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}(s)(1-\psi(s)) \mathrm{d} s \\
& \quad+\int_{\Omega_{*}} k(s) v_{n *}^{\prime}(s)\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}(s) \psi(s) \mathrm{d} s=I_{n}+J_{n}
\end{align*}
$$

By Remark 3.1, we obtain

$$
\begin{equation*}
\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}=\chi_{\left\{v_{n *}>0\right\}} w_{* v_{n}} \text { and }\left(\chi_{\{v>0\}} w\right)_{* v}=\chi_{\left\{v_{*}>0\right\}} w_{* v} . \tag{3.18}
\end{equation*}
$$

Arguing as in Lemma 3.2 of [30], we deduce that

$$
\begin{equation*}
(1-\psi) w_{* v_{n}} \rightharpoonup(1-\psi) w_{* v} \quad \text { weakly in } L^{p^{\prime}}\left(\Omega_{*}\right) \tag{3.19}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\chi_{\left\{v_{n *}>0\right\}} \rightarrow \chi_{\left\{v_{*}>0\right\}} \quad \text { a.e. in } \Omega_{*} \backslash P\left(v_{*}\right) . \tag{3.20}
\end{equation*}
$$

It follows from Lemma 2.5-Lemma 2.7, (3.16) and (3.18)-(3.20) that

$$
\begin{align*}
\lim _{n \rightarrow \infty} I_{n} & =\lim _{n \rightarrow \infty} \int_{\Omega_{*} \backslash P\left(v_{*}\right)} k(s) v_{n *}^{\prime}(s) \chi_{\left\{v_{n *}>0\right\}} w_{* v_{n}}(s)(1-\psi(s)) \mathrm{d} s  \tag{3.21}\\
& =\int_{\Omega_{*} \backslash P\left(v_{*}\right)} k(s) v_{*}^{\prime}(s) \chi_{\left\{v_{*}>0\right\}} w_{* v}(s)(1-\psi(s)) \mathrm{d} s \\
& =\int_{\Omega_{*}} k(s) v_{*}^{\prime}(s) \chi_{\left\{v_{*}>0\right\}} w_{* v}(s) \mathrm{d} s \\
& =\int_{\Omega_{*}} k(s) v_{*}^{\prime}(s)\left(\chi_{\{v>0\}} w\right)_{* v}(s) \mathrm{d} s \\
& =\int_{\Omega} \mathscr{M}_{v, w}\left(k v_{*}^{\prime}\right)(x) \chi_{\{v>0\}} w(x) \mathrm{d} x \\
& =\int_{\Omega} k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}} w(x) \mathrm{d} x .
\end{align*}
$$

We conclude from Lemma 2.5 and Lemma 2.6 that

$$
\begin{equation*}
k v_{n *}^{\prime} \psi \rightarrow 0 \quad \text { strongly in } L^{p}\left(\Omega_{*}\right) \tag{3.22}
\end{equation*}
$$

By the Hölder inequality, we get

$$
\begin{equation*}
\left|J_{n}\right| \leqslant\left(\int_{\Omega_{*}}\left|k(s) v_{n *}^{\prime}(s) \psi(s)\right|^{p} \mathrm{~d} s\right)^{1 / p}\left(\int_{\Omega_{*}}\left|\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}\right|^{p^{\prime}} \mathrm{d} s\right)^{1 / p^{\prime}} \tag{3.23}
\end{equation*}
$$

From Lemma 2.4 it is easy to see that the sequence $\left\{\left(\chi_{\left\{v_{n}>0\right\}} w\right)_{* v_{n}}\right\}$ is bounded uniformly in $L^{p^{\prime}}\left(\Omega_{*}\right)$ with respect to $n$. Thus from (3.22) and (3.23) we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} J_{n}=0 \tag{3.24}
\end{equation*}
$$

By (3.17), (3.21) and (3.24), we obtain that

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \int_{\Omega} k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{n *}^{\prime}\left(\left|v_{n}>v_{n}(x)\right|\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}} w(x) \mathrm{d} x \\
=\int_{\Omega} k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}} w(x) \mathrm{d} x,
\end{gathered}
$$

which implies that

$$
\begin{aligned}
k\left(\left|v_{n}>v_{n}(x)\right|\right) v_{*}^{\prime}\left(\mid v_{n}\right. & \left.>v_{n}(\cdot) \mid\right) \chi_{\Omega \backslash P\left(v_{n}\right)} \chi_{\left\{v_{n}>0\right\}} \\
& \rightharpoonup k(|v>v(x)|) v_{*}^{\prime}(|v>v(\cdot)|) \chi_{\Omega \backslash P(v)} \chi_{\{v>0\}}
\end{aligned}
$$

weakly in $L^{p}(\Omega)$. Since $L^{p}(\Omega)(1<p<\infty)$ is a uniformly convex space, the conclusion of Lemma 3.2 follows immediately from the above relation and (3.14).

Lemma 3.3. Let $k$ be the function defined by (1.1), $\psi \in C^{+}(\mathbb{R})$ and $v \in W^{1, p}(\Omega)$ with $p>1$. Then for any $\theta \in \mathbb{R}$ and $h \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\int_{\left\{\theta<v_{*} \leqslant \theta+h\right\}} \psi\left(v_{*}\right)\left|k(s) v_{*}^{\prime}(s)\right|^{p} \mathrm{~d} s \leqslant \frac{1}{\left(2 \pi^{1 / 2}\right)^{p}} \int_{\{\theta<v \leqslant \theta+h\}} \psi(v)|\nabla v|^{p} \mathrm{~d} x . \tag{3.25}
\end{equation*}
$$

Proof. We introduce two functions $\bar{\psi}$ and $\widehat{\psi}$ defined as follows:

$$
\bar{\psi}(s)= \begin{cases}\psi(s), & \theta<s \leqslant \theta+h \\ 0, & s \leqslant \theta \text { or } s>\theta+h\end{cases}
$$

and

$$
\widehat{\psi}(s)=\int_{0}^{s}(\bar{\psi}(t))^{1 / p} \mathrm{~d} t
$$

Let $w=\widehat{\psi}(v)$. Then it is easy to see that $w \in W^{1, p}(\Omega)$. By Theorem 1.2 in [31], we get

$$
\begin{equation*}
\int_{\Omega_{*}}\left|k(s) w_{*}^{\prime}(s)\right|^{p} \mathrm{~d} s \leqslant \frac{1}{\left(2 \pi^{1 / 2}\right)^{p}} \int_{\Omega}|\nabla w|^{p} \mathrm{~d} x . \tag{3.26}
\end{equation*}
$$

Since $\widehat{\psi}$ is a nondecreasing function, we get $w_{*}(s)=(\widehat{\psi}(v))_{*}(s)=\widehat{\psi}\left(v_{*}(s)\right)$ for a.e. $s \in \Omega_{*}$. Thus, we have
(3.27) $w_{*}^{\prime}(s)=v_{*}^{\prime}(s)\left(\bar{\psi}\left(v_{*}(s)\right)\right)^{1 / p}=v_{*}^{\prime}(s)\left(\psi\left(v_{*}\right)\right)^{1 / p} \chi_{\left\{\theta<v_{*} \leqslant \theta+h\right\}} \quad$ for a.e. $s \in \Omega_{*}$.

Note that

$$
\nabla w=\widehat{\psi}^{\prime}(v) \nabla v=(\bar{\psi}(v))^{1 / p} \nabla v=(\psi(v))^{1 / p} \nabla v \chi_{\{\theta<v \leqslant \theta+h\}},
$$

thus the conclusion (3.25) follows immediately from (3.26) and (3.27).
Remark 3.2. Lemma 3.3 is an extension of the Pólya-Szegö inequality for monotone rearrangement. Using this lemma, we may obtain $L^{\infty}$ estimates on $u_{h+}$ (Theorem 4.3 and Lemma 4.4). Moreover, if we let $h$ tend to infinity in (3.25), then

$$
\int_{\left\{v_{*}>\theta\right\}} \psi\left(v_{*}\right)\left|k(s) v_{*}^{\prime}(s)\right|^{p} \mathrm{~d} s \leqslant \frac{1}{\left(2 \pi^{1 / 2}\right)^{p}} \int_{\{v>\theta\}} \psi(v)|\nabla v|^{p} \mathrm{~d} x .
$$

## 4. Proof of main results

Here and in what follows, we use the following notation. For any $v \in H_{0}^{1}(\Omega)$ and $h>0, \varepsilon>0$,
(4.1) $G_{h \varepsilon}\left(x, v, v_{*}^{\prime}\right)$

$$
=\left[\lambda \varphi\left(T_{h}\left(v_{+}\right)\right) \frac{\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q}}{1+\varepsilon\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q}}+\frac{g(x)}{1+\varepsilon g(x)}\right] \chi_{\{v>0\}},
$$

(4.2) $\widetilde{G}_{h \varepsilon}\left(x, v, v_{*}^{\prime}\right)$

$$
=\left[\lambda \varphi\left(T_{h}\left(v_{+}\right)\right) \frac{\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q} \chi_{\Omega \backslash P(v)}}{1+\varepsilon\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q}}+\frac{g(x)}{1+\varepsilon g(x)}\right] \chi_{\{v>0\}},
$$

$$
\begin{align*}
& G_{h}\left(x, v, v_{*}^{\prime}\right)  \tag{4.3}\\
& \quad=\left[\lambda \varphi\left(T_{h}\left(v_{+}\right)\right)\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q}+g(x)\right] \chi_{\{v>0\}}, \\
& \widetilde{G}_{h}\left(x, v, v_{*}^{\prime}\right)  \tag{4.4}\\
& \quad=\left[\lambda \varphi\left(T_{h}\left(v_{+}\right)\right)\left|k(|v>v(x)|) v_{*}^{\prime}(|v>v(x)|)\right|^{q} \chi_{\Omega \backslash P(v)}+g(x)\right] \chi_{\{v>0\}},
\end{align*}
$$

where $T_{h}$ is the truncation function defined as $T_{h}(s)=\min \{h, \max \{s,-h\}\}$.
In order to avoid the lack of regularity of the term $\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}\right| \mid u>$ $u(x) \mid)\left.\right|^{q}$, rather than looking for solutions of $(\mathscr{P})$ directly, we shall consider a truncated problem $\left(\mathscr{P}_{h}\right)$ defined as
$\left(\mathscr{P}_{h}\right) \quad\left\{\begin{array}{l}-\Delta u_{h}=G_{h}\left(x, u_{h}, u_{h *}^{\prime}\right) \text { in } \Omega, \\ u_{h}=\gamma_{h} \text { (a negative constant to be determined) on } \partial \Omega, \\ -\int_{\partial \Omega} \partial u_{h} / \partial n=I \text { (a given positive constant). }\end{array}\right.$
The existence result to problem $\left(\mathscr{P}_{h}\right)$ is stated as follows.
Theorem 4.1. Let $h>0$ be fixed and let $q$ be a positive constant with $q<2$, $0 \leqslant g \in L^{r}(\Omega)$. Suppose that $\varphi:[0, \infty] \rightarrow[0, \infty]$ is a continuous function and $\int_{\Omega} g(x) \mathrm{d} x>I$. Then there exists at least one solution $u_{h} \in W^{2, \alpha}(\Omega) \cap H^{1}(\Omega)$ to problem $\left(\mathscr{P}_{h}\right)$ in the following sense:
(i) $-\Delta u_{h}=\widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right)$ in $\Omega$.
(ii) $\left.u_{h}\right|_{\partial \Omega}=\gamma_{h}$ (a negative constant).
(iii) $-\int_{\partial \Omega} \partial u_{h} / \partial n=I$.

To prove Theorem 4.1, we shall first consider a family of approximate problems $\left(\mathscr{P}_{h \varepsilon}\right)$ :
$\left(\mathscr{P}_{h \varepsilon}\right) \quad \begin{cases}-\Delta u_{h \varepsilon}=G_{h \varepsilon}\left(x, u_{h \varepsilon}, u_{h \varepsilon *}^{\prime}\right) & \text { in } \Omega, \\ u_{h \varepsilon}=\gamma_{\varepsilon}(\text { a constant to be determined }) & \text { on } \partial \Omega, \\ -\int_{\partial \Omega} \partial u_{h \varepsilon} / \partial n=I \text { (a given positive constant) } .\end{cases}$

The existence of solutions to problem $\left(\mathscr{P}_{h \varepsilon}\right)$ is stated as follows.
Theorem 4.2. Suppose that the assumption of Theorem 4.1 holds. Then there exists at least one solution $u_{h \varepsilon} \in H^{2}(\Omega)$ to problem $\left(\mathscr{P}_{h \varepsilon}\right)$ in the following sense:
(i) $-\Delta u_{h \varepsilon}=\widetilde{G}_{h \varepsilon}\left(x, u_{h \varepsilon}, u_{h \varepsilon^{*}}^{\prime}\right)$ in $\Omega$,
(ii) $\left.u_{h \varepsilon}\right|_{\partial \Omega}=\gamma_{h \varepsilon}($ a constant),
(iii) $-\int_{\partial \Omega} \partial u_{h \varepsilon} / \partial n=I$.
4.1. Proof of Theorem 4.1 and Theorem 4.2. We shall first prove Theorem 4.2 by the Galerkin method and topological degree theory. The idea of this proof comes from [2], [8] and [10].

Let

$$
V=\left\{v \in H^{1}(\Omega): v \equiv \text { constant on } \partial \Omega\right\}
$$

be endowed with the scalar product $[u, v]=\int_{\Omega} \nabla u \cdot \nabla v \mathrm{~d} x+u_{\mid \partial \Omega} v_{\mid \partial \Omega}$ for $u, v \in V$ and

$$
\widetilde{V}=\{v \in V:|\{x \in \Omega: \nabla v(x)=0\}|=0\} .
$$

Let $\left(\lambda_{i}, \varphi_{i}\right)_{i \geqslant 1}$ be the eigenvalues and eigenfunctions associated to the problem

$$
\begin{cases}-\Delta \varphi_{i}=\lambda_{i} \varphi_{i} & \text { in } \Omega \\ \varphi_{i}=0 & \text { on } \partial \Omega \\ \int_{\Omega} \varphi_{i}^{2}(x) \mathrm{d} x=1\end{cases}
$$

Let $V_{m}=\operatorname{span}\left\{1, \varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}\right\}$. Since for $v \in V$ we have

$$
v=[v, 1]+\sum_{j=1}^{\infty}\left[v, \varphi_{j}\right] \frac{\varphi_{j}}{\lambda_{j}},
$$

and thus $\overline{\bigcup_{i=1}^{\infty} V_{i}}=V$.
For all $t \in[0,1]$ and fixed $h>0$, set

$$
\begin{align*}
G_{t \varepsilon}: v & \in V \mapsto t G_{h \varepsilon}\left(x, v, v_{*}^{\prime}\right)+(1-t) \lambda_{1} v_{+},  \tag{4.5}\\
E_{t \varepsilon} & =\left\{v \in \widetilde{V}, j_{t \varepsilon}(v)=0, e_{t \varepsilon}(v)=0\right\}, \tag{4.6}
\end{align*}
$$

where

$$
e_{t \varepsilon}(v)=-I+\int_{\Omega} G_{t \varepsilon}(v) \mathrm{d} x, \quad j_{t \varepsilon}(v)=\int_{\Omega}|\nabla v|^{2} \mathrm{~d} x+I v_{\mid \partial \Omega}-\int_{\Omega} G_{t \varepsilon}(v) v_{+} \mathrm{d} x .
$$

Then we have the following result.

Lemma 4.1. Let $0 \leqslant g \in L^{r}(\Omega)$ and let $\varphi:[0, \infty] \rightarrow[0, \infty]$ be a continuous function. If $\int_{\Omega} g(x) \mathrm{d} x>I$, then for fixed $h>0$ there exists $\varepsilon_{0}>0$ such that for any $\varepsilon$ with $0<\varepsilon<\varepsilon_{0}$ and for all $v \in \bigcup_{t \in[0,1]} E_{t \varepsilon}$ the following assertions hold.
(i) There exists a positive constant $C$ independent of $t$ and $v$ such that

$$
\left\|v_{+}\right\|_{L^{p}(\Omega)} \leqslant C\left(\|\nabla v\|_{L^{2}(\Omega)}+1\right) \quad \forall p>1 .
$$

(ii) For every $\delta>0$ there exists a constant $C_{\delta}>0$ independent of $t$ and $v$ such that

$$
-v_{\mid \partial \Omega} \leqslant \delta\|\nabla v\|_{L^{2}(\Omega)}+C_{\delta} .
$$

(iii) There exists a positive constant $C_{h \varepsilon}$ independent of $t$ and $v$ such that

$$
\|v\|_{H^{1}(\Omega)}<C_{h \varepsilon} .
$$

Proof of (i). Define $g_{\varepsilon}(x)=g(x) /(1+\varepsilon g(x))$. It is easy to see that

$$
\int_{\Omega} g_{\varepsilon}(x) \mathrm{d} x=\int_{\Omega} \frac{g(x)}{1+\varepsilon g(x)} \mathrm{d} x \rightarrow \int_{\Omega} g \mathrm{~d} x .
$$

Since $\int_{\Omega} g(x) \mathrm{d} x>I$, we deduce from the above inequality that there exists $\varepsilon_{0}>0$ such that for $0<\varepsilon \leqslant \varepsilon_{0}$,

$$
\begin{equation*}
\int_{\Omega} g_{\varepsilon}(x) \mathrm{d} x \geqslant \int_{\Omega} g_{\varepsilon_{0}}(x) \mathrm{d} x>\int_{\Omega} g(x) \mathrm{d} x-\frac{1}{2}\left(\int_{\Omega} g(x) \mathrm{d} x-I\right)>I . \tag{4.7}
\end{equation*}
$$

Let $\eta=1 / 2+I / 2\left\|g_{\varepsilon_{0}}\right\|_{L^{1}(\Omega)}$. By (4.7), it is easy to see that $0<\eta<1$.
If $v \in \bigcup_{t \in[0, \eta]} E_{t \varepsilon}$, then there exists $t \in[0, \eta]$ such that $v \in E_{t \varepsilon}$ and $e_{t \varepsilon}(v)=0$. By the definition of $G_{t \varepsilon}$ we get $G_{t \varepsilon}(v) \geqslant(1-\eta) \lambda_{1} v_{+}$. Since $e_{t \varepsilon}(v)=0$, we get $I=\int_{\Omega} G_{t \varepsilon}(v) \mathrm{d} x \geqslant(1-\eta) \lambda_{1} \int_{\Omega} v_{+} \mathrm{d} x$, i.e.

$$
\begin{equation*}
\int_{\Omega} v_{+} d x \leqslant \frac{I}{(1-\eta) \lambda_{1}} \tag{4.8}
\end{equation*}
$$

Thus, using (4.8) and the Poincaré inequality, we obtain

$$
\left\|v_{+}\right\|_{L^{p}(\Omega)} \leqslant C_{1}\left(\|\nabla v\|_{L^{2}(\Omega)}+1\right)
$$

where $C_{1}$ is a positive constant independent of $t$ and $v$.

If $v \in \bigcup_{t \in[\eta, 1]} E_{t \varepsilon}$, then there exists $t \in[\eta, 1]$ such that $v \in E_{t \varepsilon}$ and $e_{t \varepsilon}(v)=0$. By the definition of $G_{t \varepsilon}$, we have $G_{t \varepsilon}(v) \geqslant \eta g_{\varepsilon}(x) \chi_{\{v>0\}}$. Since $e_{t \varepsilon}(v)=0$ and $g_{\varepsilon_{0}} \leqslant g_{\varepsilon}$ for $0<\varepsilon \leqslant \varepsilon_{0}$, we get

$$
\eta \int_{\Omega} g_{\varepsilon_{0}}(x) \chi_{\{v>0\}} \mathrm{d} x \leqslant \eta \int_{\Omega} g_{\varepsilon}(x) \chi_{\{v>0\}} \mathrm{d} x \leqslant I .
$$

In view of (4.7), we get $\eta \int_{\Omega} g_{\varepsilon_{0}}(x) \mathrm{d} x>I$. Thus using the same argument as in Lemma 3.1 in [2], we deduce that there exists a positive constant $C_{2}$ independent of $v, t$, and $\varepsilon$ such that

$$
\begin{equation*}
\left\|v_{+}\right\|_{L^{p}(\Omega)} \leqslant C_{2}\left(\|\nabla v\|_{L^{2}(\Omega)}+1\right) \quad \forall p \in[1, \infty) \text { and } \forall v \in \bigcup_{t \in[\eta, 1]} E_{t \varepsilon} \tag{4.9}
\end{equation*}
$$

Setting $C=\max \left\{C_{1}, C_{2}\right\}$, the conclusion (i) follows immediately.
Proof of (ii) and (iii). Since the proofs of (ii) and (iii) are similar to the proofs of Lemma 3.2 and Lemma 3.4 in [2] (see also [29] and [10]), we omit the details here.

As in [3], we introduce a Galerkin approximation method to problem ( $\mathscr{P}_{h \varepsilon}$ ).
Define a family of operators $T_{m}^{t}: V_{m} \longrightarrow V_{m}$ such that if $v \in V_{m}$ then $T_{m}^{t} v$ is the unique solution of the problem

$$
\begin{equation*}
a\left(T_{m}^{t} v, w\right)=-I w_{\mid \partial \Omega}+\int_{\Omega} G_{t \varepsilon}(v)(x) w(x) \mathrm{d} x+\int_{\Omega} v(x) w(x) \mathrm{d} x \forall w \in V_{m} \tag{4.10}
\end{equation*}
$$

where

$$
a(v, w)=\int_{\Omega} \nabla v(x) \nabla w(x) \mathrm{d} x+\int_{\Omega} v(x) w(x) \mathrm{d} x
$$

By the Lax-Milgram theorem, it is easy to see that $T_{m}^{t}$ is well defined.
Set

$$
E_{m}^{t}=\left\{u_{m}^{t} \in V_{m}: T_{m}^{t} u_{m}^{t}=u_{m}^{t}\right\}, \quad \mathbb{E}_{m}=\bigcup_{t \in[0,1]} E_{m}^{t}
$$

and

$$
c_{m}=\inf _{v \in \mathbb{E}_{m}}\|v\|_{H^{1}(\Omega)}
$$

We have the following result.

Lemma 4.2. There exists a constant $m_{\varepsilon}>0$ such that for all $m \geqslant m_{\varepsilon}$ we have $\mathbb{E}_{m} \neq \emptyset$ and $c_{m}>0$.

In order to prove Lemma 4.2, we need the following result. Let $L: L^{2}(\Omega) \rightarrow V$ be the operator defined by

$$
L \omega=u \Leftrightarrow \begin{cases}-\Delta u+u=\omega & \text { in } \Omega \\ u \in V \\ -\int_{\partial \Omega} \partial u / \partial n=0,\end{cases}
$$

where $\omega \in L^{2}(\Omega)$.
Let $\xi_{0}$ be the solution of the problem

$$
\left\{\begin{array}{l}
-\Delta \xi_{0}+\xi_{0}=0 \quad \text { in } \Omega \\
\xi_{0} \in V \\
-\int_{\partial \Omega} \partial \xi_{0} / \partial n=I
\end{array}\right.
$$

For any $r>0$, let $B_{r}$ be the ball of $H^{1}(\Omega)$ centered at the origin with radius $r$.
Define the operator $\psi_{1}: V \rightarrow V$ as

$$
\psi_{1}(v)=L\left(v+\lambda_{1} v_{+}\right)+\xi_{0}
$$

Then by [2] (see also [29], [10]), we have the following result.
Proposition 4.1. The topological degree $d\left(\mathbb{0}-\psi_{1}, B_{C_{h \varepsilon}}, 0\right)=-1$, where $C_{h \varepsilon}$ is the constant as in (iii) of Lemma 4.1 and $\mathbb{\square}$ is the identity operator. Moreover, the operator $\psi_{1}$ has a unique fixed point $w_{1} \in V$, i.e. $\psi_{1}\left(w_{1}\right)=w_{1}$ and $w_{1}$ is also the unique solution of the problem

$$
(Q) \begin{cases}-\Delta w_{1}=\lambda_{1} w_{1+} & \text { in } \Omega \\ w_{1}=0 & \text { on } \partial \Omega \\ -\int_{\partial \Omega} \partial w_{1} / \partial n=I . & \end{cases}
$$

Proof of Lemma 4.2. Step 1: We prove that there exists a constant $m_{\varepsilon}>0$ such that $\mathbb{E}_{m} \neq \emptyset$ for all $m \geqslant m_{\varepsilon}$.

By the result of [10] (see also [2]), we have

$$
T_{m}^{0}(v)=\widehat{P}_{m}\left[L\left(v+\lambda_{1} v_{+}\right)+\xi_{0}\right]=\widehat{P}_{m}\left[\psi_{1}(v)\right],
$$

where $\widehat{P}_{m}$ is the orthogonal projection of $V$ onto $V_{m}$.

Since $\widehat{P}_{m} \psi_{1}(\cdot)$ is a uniform compact perturbation of the operator $\psi_{1}(\cdot)$ on $B_{h \varepsilon}$ (see [10]), by the above equality and Proposition 4.1 we conclude that there exists $m_{\varepsilon}>0$ such that

$$
\begin{aligned}
d\left(\mathbb{\square}-T_{m}^{0}, V_{m} \cap B_{C_{h \varepsilon}}, 0\right) & =d\left(\mathbb{\square}-\widehat{P}_{m} \psi_{1}(v), V_{m} \cap B_{C_{h \varepsilon}}, 0\right) \\
& =d\left(\mathbb{\square}-\psi_{1}(v), B_{C_{h \varepsilon}}, 0\right)=-1 .
\end{aligned}
$$

Thus by the Kronecker existence theorem, we deduce that there exists a function $u_{m}^{0} \in V_{m}$ such that $T_{m}^{0} u_{m}^{0}=u_{m}^{0}$. Hence, $\mathbb{E}_{m} \neq \emptyset$ for all $m \geqslant m_{\varepsilon}$.

Step 2: We prove that $c_{m}>0$ for all $m \geqslant m_{\varepsilon}$.
We argue by contradiction. Assume that there exists $m \geqslant m_{\varepsilon}$ such that $c_{m}=0$. Note that $\mathbb{E}_{m} \neq \emptyset$. By the definition of $c_{m}$ we conclude that for any $0<\sigma<1$ there exist $t_{m \sigma} \in[0,1]$ and $u_{m}^{t_{m \sigma}} \in E_{m}^{t_{m \sigma}}$ such that

$$
\begin{equation*}
0 \leqslant\left\|u_{m}^{t_{m \sigma}}\right\|_{H^{1}(\Omega)} \leqslant \sigma \tag{4.11}
\end{equation*}
$$

Since $u_{m}^{t_{m \sigma}} \in E_{m}^{t_{m \sigma}}$, taking $t=t_{m \sigma}$ in (4.10), we get by definition

$$
\begin{equation*}
\int_{\Omega} \nabla u_{m}^{t_{m \sigma}}(x) \nabla w(x) \mathrm{d} x=-I w_{\mid \partial \Omega}+\int_{\Omega} G_{t_{m \sigma} \varepsilon}\left(x, u_{m}^{t_{m \sigma}},\left(u_{m *}^{t_{m \sigma}}\right)^{\prime}\right) w(x) \mathrm{d} x . \tag{4.12}
\end{equation*}
$$

Thus by (4.11) we deduce that there exist a subsequence of $\left\{t_{m \sigma}\right\}$ (still denoted by $\left.\left\{t_{m \sigma}\right\}\right)$ and $t_{m} \in[0,1]$ such that $t_{m \sigma} \rightarrow t_{m}$ and

$$
\begin{equation*}
u_{m}^{t_{m \sigma}} \rightarrow 0 \text { strongly in } H^{1}(\Omega) \text { and a.e. in } \Omega \text {, as } \sigma \rightarrow 0 \tag{4.13}
\end{equation*}
$$

Since $g_{\varepsilon}(x) \chi_{\left\{u_{m}^{t m \sigma}>0\right\}}$ is bounded uniformly in $L^{\infty}(\Omega)$ with respect to $\sigma$, there exists a function $\tilde{g}_{m \varepsilon} \in L^{\infty}(\Omega)$ such that

$$
\begin{equation*}
g_{\varepsilon}(x) \chi_{\left\{u_{m}^{t_{m} \sigma}>0\right\}} \rightharpoonup \tilde{g}_{m \varepsilon}(x) \quad \text { weakly } * \text { in } L^{\infty}(\Omega) \tag{4.14}
\end{equation*}
$$

Let $\sigma$ tend to zero in (4.12). By Lemma 3.2, (4.13) and (4.14), we can conclude that

$$
\begin{equation*}
t_{m} \int_{\Omega} \tilde{g}_{m \varepsilon}(x) w(x) \mathrm{d} x=I w_{\mid \partial \Omega} \quad \forall w \in V_{m} \tag{4.15}
\end{equation*}
$$

We distinguish the cases $t_{m}=0$ and $t_{m} \neq 0$.
Case (i): $t_{m}=0$.
Choosing $w \equiv 1$ in (4.15), we get $I=0$ which is a contradiction.
Case (ii): $t_{m} \neq 0$.

We have $0<t_{m} \leqslant 1$. Since $g_{\varepsilon}(x) \chi_{\left\{u_{m}^{t_{m} \sigma}>0\right\}} \geqslant 0$ in $\Omega$, by (4.14) we deduce that $\tilde{g}_{m \varepsilon}(x) \geqslant 0$ in $\Omega$. Choosing $w \equiv 1$ in (4.15), we obtain

$$
\begin{equation*}
\int_{\Omega} \tilde{g}_{m \varepsilon}(x) \mathrm{d} x=\frac{I}{t_{m}}>0 . \tag{4.16}
\end{equation*}
$$

Choosing $w=\varphi_{1}$ in (4.15), we get

$$
\begin{equation*}
\int_{\Omega} \tilde{g}_{m \varepsilon}(x) \varphi_{1} \mathrm{~d} x=0>0 \tag{4.17}
\end{equation*}
$$

Using the facts that $\varphi_{1}(x)>0$ and $\tilde{g}_{m \varepsilon}(x) \geqslant 0$ in $\Omega$, we conclude that (4.16) contradicts (4.17).

Hence, the proof of Lemma 4.2 is completed.
Obviously, $\left\|w_{1}\right\|_{H^{1}(\Omega)}>0$ since $w_{1} \not \equiv 0$ is the unique solution of problem $(Q)$. Set

$$
\tilde{c}_{m}=\min \left\{\frac{c_{m}}{2}, \frac{1}{2}\left\|w_{1}\right\|_{H^{1}(\Omega)}\right\} .
$$

We conclude that $\tilde{c}_{m}<C_{h \varepsilon}$, where $C_{h \varepsilon}$ is the constant as in (iii) of Lemma 4.1. We have the following lemma.

Lemma 4.3. The topological degree $d\left(\mathbb{0}-T_{m}^{t}, V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)$ is well defined and

$$
d\left(\square-T_{m}^{t}, V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)=-1 \quad \text { for } m \geqslant m_{\varepsilon},
$$

where $T_{m}^{t}$ is defined in (4.10) and $m_{\varepsilon}$ is defined as in Lemma 4.2.
Proof. The proof is divided into four steps. In Step 1-Step 3, we will check that $d\left(\square-T_{m}^{t}, V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)$ is well defined. In Step 4, we complete the proof.

Step 1: we prove that no fixed point $u_{m}^{t} \in V_{m}$ of $T_{m}^{t}$ can be a constant. We argue by contradiction. Suppose that $u_{m}^{t} \equiv c$ is a fixed point of $T_{m}^{t}$, where $c \in \mathbb{R}$. Choosing $w=1$ in (4.10), we have $\int_{\Omega} G_{t \varepsilon}(c)(x) \mathrm{d} x=I>0$, which implies that $c>0$.

Taking $\varphi_{1}$ as a test function in (4.10), we get

$$
\begin{equation*}
\int_{\Omega} G_{t \varepsilon}(c)(x) \varphi_{1}(x) \mathrm{d} x=\int_{\Omega} t g_{\varepsilon}(x) \varphi_{1}(x)+(1-t) \lambda_{1} c \varphi_{1} \mathrm{~d} x=0 \tag{4.18}
\end{equation*}
$$

Case 1.1. Let $t \in(1 / 2,1]$.
Since $\varphi_{1}$ is positive in $\Omega$, using the fact that $g_{\varepsilon} \geqslant 0$ and (4.7), we have

$$
\int_{\Omega} t g_{\varepsilon}(x) \varphi_{1}(x)+(1-t) \lambda_{1} c \varphi_{1} \mathrm{~d} x>\frac{1}{2} \int_{\Omega} g_{\varepsilon}(x) \varphi_{1}(x)>0
$$

which is a contradiction with (4.18).

Case 1.2. Let $t \in[0,1 / 2]$.
We also have

$$
\int_{\Omega} t g_{\varepsilon}(x) \varphi_{1}(x)+(1-t) \lambda_{1} c \varphi_{1} \mathrm{~d} x \geqslant \frac{c \lambda_{1}}{2} \int_{\Omega} \varphi_{1} \mathrm{~d} x>0
$$

which is a contradiction with (4.18).
Step 2: Setting $E_{m}=V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}$, we prove that $T_{m}^{t}$ is a continuous and compact operator in $\bar{E}_{m}$.

Let $\left\{v_{n}\right\} \subset \bar{E}_{m}$ and let $v \in \bar{E}_{m}$ be such that $v_{n} \rightarrow v$ in $V_{m}$. By the definition of $V_{m}$ and the fact that $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}$ are analytic functions, it is easy to see that $V_{m} \subseteq \widetilde{V} \cup R$. In order to prove the continuity of the operator $T_{m}^{t}$, we distinguish the case $v \in \bar{E}_{m} \cap \tilde{V}$ from the case $v \in \bar{E}_{m} \cap R$.

Case 2.1. Let $v \in \bar{E}_{m} \cap \tilde{V}$.
In this case, we have

$$
\begin{equation*}
\chi_{\left\{v_{n}>0\right\}} \rightarrow \chi_{\{v>0\}} \quad \text { a.e. in } \Omega . \tag{4.19}
\end{equation*}
$$

Using the above relations and Lemma 3.2, we can conclude that

$$
\begin{equation*}
G_{t \varepsilon}\left(v_{n}\right) \rightarrow G_{t \varepsilon}(v) \quad \text { strongly in } L^{2 / q}(\Omega) \tag{4.20}
\end{equation*}
$$

Case 2.2. Let $v \in \bar{E}_{m} \cap R$.
In this case, we have $v \equiv c$, where $c$ is a constant such that $\tilde{c}_{m} \leqslant|c| \leqslant C_{h \varepsilon}$. Since $v_{n} \rightarrow v$ in $V_{m}$, there exists $n_{0}>0$ such that for all $n>n_{0}$,

$$
v_{n}>\frac{\tilde{c}_{m}}{2} \quad \text { if } c>0
$$

and

$$
v_{n}<-\frac{\tilde{c}_{m}}{2} \quad \text { if } c<0
$$

For $w \in V$, define

$$
H_{\varepsilon}(w)=\lambda \varphi\left(T_{h}\left(w_{+}\right)\right) \frac{\left|k(|w>w(x)|) w_{*}^{\prime}(|w>w(x)|)\right|^{q} \chi_{\{w>0\}}}{1+\varepsilon\left|k(|w>w(x)|) w_{*}^{\prime}(|w>w(x)|)\right|^{q}} .
$$

If $c>0$, then $\left\{v_{n}>0\right\}=\Omega=\{v>0\}$ for all $n>n_{0}$, which implies that (4.19) holds true for $v \in \bar{E}_{m} \cap R$. On the other hand, by Lemma 2.1 and Remark 3.2 we have $H_{\varepsilon}\left(v_{n}\right)=0=H_{\varepsilon}(c)$ for $v_{n} \in \bar{E}_{m} \cap R$ and

$$
\left\|H_{\varepsilon}\left(v_{n}\right)\right\|_{L^{2 / q}(\Omega)} \leqslant c_{h}\left\|\nabla v_{n}\right\|_{L^{2}(\Omega)}^{q / 2} \text { for } v_{n} \in \bar{E}_{m} \cap \tilde{V}
$$

where $c_{h}$ is a positive constant depending only on $h$. Hence, we have that $H_{\varepsilon}\left(v_{n}\right)$ converges strongly to $H_{\varepsilon}(c)$. In view of this and (4.19), we then conclude (4.20) also holds for $v=c>0$.

If $c<0$ then $\chi_{\left\{v_{n}>0\right\}}=\chi_{\{v>0\}}=0$ for all $n>n_{0}$. The conclusion (4.20) follows immediately.

The continuity of $T_{m}^{t}$ follows from (4.20) immediately. Using the same argument, we obtain the compactness of $T_{m}^{t}$.

Step 3: We prove that $\left[0-T_{m}^{t}\right](v) \neq 0$ for all $v \in \partial\left(B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{C}_{m}}\right) \cap V_{m}$.
Indeed, if $\left[\square-T_{m}^{t}\right](v)=0$, then using Lemma 4.1 and Lemma 4.2, we have $\tilde{c}_{m}<$ $\|v\|_{H^{1}(\Omega)}<C_{h \varepsilon}$. Hence, for all $v \in \partial\left(B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}\right) \cap V_{m}$ we have $\left[0-T_{m}^{t}\right](v) \neq 0$.

By Step 1-Step 3, we obtain that the topological degree $d\left(\square-T_{m}^{t}, V_{m} \cap B_{C_{h \varepsilon}} \backslash\right.$ $\left.\bar{B}_{\tilde{c}_{m}}, 0\right)$ is well defined.

Step 4: Since the rest of the proof is similar to Theorem 1.3 in [10] (see also [2]), we only sketch it here.

By invariance under homotopy and Step 1 of the proof of Lemma 4.2, we obtain

$$
\begin{align*}
d\left(\square-T_{m}^{t}, V_{m}\right. & \left.\cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)=d\left(\mathbb{\square}-T_{m}^{0}, V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)  \tag{4.21}\\
& =d\left(I-\psi_{1}(v), B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}, 0\right)=d\left(I-\psi_{1}(v), B_{C_{h \varepsilon}}, 0\right)=-1 .
\end{align*}
$$

Hence, the proof is complete.
Proof of Theorem 4.2. By Lemma 4.3, we know that for all $t \in[0,1]$ there exists at least one sequence $\left\{u_{m}^{t}\right\}$ such that

$$
T_{m}^{t} u_{m}^{t}=u_{m}^{t}, \quad u_{m}^{t} \in V_{m} \cap B_{C_{h \varepsilon}} \backslash \bar{B}_{\tilde{c}_{m}}
$$

Taking $t=1$ in (4.10) and denoting $u_{m}=u_{m}^{1}$, we get by definition

$$
\begin{align*}
\int_{\Omega} \nabla & u_{m}(x) \nabla w(x) \mathrm{d} x  \tag{4.22}\\
& =-I w_{\mid \partial \Omega}+\int_{\Omega} G_{h \varepsilon}\left(x, u_{m}, u_{m *}^{\prime}\right) w(x) \mathrm{d} x \quad \forall w \in V_{m} \forall m \in \mathbb{N}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|u_{m}\right\|_{H^{1}(\Omega)} \leqslant C_{h \varepsilon} \quad \forall m \in \mathbb{N} . \tag{4.23}
\end{equation*}
$$

Setting $\widetilde{V}_{m}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}\right\}$, from (4.22) we easily have

$$
\int_{\Omega}\left[-\Delta u_{m}(x)-\widetilde{P}_{m} G_{h \varepsilon}\left(x, u_{m}, u_{m *}^{\prime}\right)\right] w(x) \mathrm{d} x=0 \quad \forall w \in \widetilde{V}_{m}
$$

where $\widetilde{P}_{m}$ is the orthogonal projection operator from $L^{2}(\Omega)$ onto $\widetilde{V}_{m}$.

The above relation implies that $-\Delta u_{m}(x)=\widetilde{P}_{m} G_{h \varepsilon}\left(x, u_{m}, u_{m *}^{\prime}\right)$. By (4.23), we get

$$
\begin{equation*}
\left\|-\Delta u_{m}\right\|_{L^{2}(\Omega)}=\left\|\widetilde{P}_{m} G_{h \varepsilon}\left(x, u_{m}, u_{m *}^{\prime}\right)\right\|_{L^{2}(\Omega)} \leqslant \widetilde{C}_{h \varepsilon} \quad \forall m \in \mathbb{N} \tag{4.24}
\end{equation*}
$$

where $\widetilde{C}_{h \varepsilon}$ is a positive constant independent of $m$.
From (4.23) and (4.24), by standard regularity results, we deduce that $\left\{u_{m}\right\}$ is uniformly bounded in $H^{2}(\Omega)$ with respect to $m$. Thus by using the Sobolev embedding theorem, we deduce that there exists a subsequence of $\left\{u_{m}\right\}$ (still denoted by $\left.\left\{u_{m}\right\}\right)$ and a function $u_{h \varepsilon} \in H^{2}(\Omega)$ such that

$$
\begin{equation*}
u_{m} \rightharpoonup u_{h \varepsilon} \quad \text { weakly in } H^{2}(\Omega) \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{m} \rightarrow u_{h \varepsilon} \quad \text { strongly in } H^{1}(\Omega) \text { and a.e. in } \Omega . \tag{4.26}
\end{equation*}
$$

Since $g_{\varepsilon}(x) \chi_{\left\{u_{m}>0\right\}}$ is bounded uniformly in $L^{2}(\Omega)$ with respect to $m$, there exist a subsequence of $\left\{g_{\varepsilon}(x) \chi_{\left\{u_{m}>0\right\}}\right\}$ (still denoted by $\left\{g_{\varepsilon}(x) \chi_{\left\{u_{m}>0\right\}}\right\}$ ) and a function $\tilde{g}_{\varepsilon} \in L^{2}(\Omega)$ such that

$$
\begin{equation*}
g_{\varepsilon}(x) \chi_{\left\{u_{m}>0\right\}} \rightharpoonup \tilde{g}_{\varepsilon}(x) \quad \text { weakly in } L^{2}(\Omega) \tag{4.27}
\end{equation*}
$$

By Lemma 3.2, (4.22), (4.26), and (4.27), we conclude that $u_{h \varepsilon}$ satisfies

$$
\begin{align*}
& \int_{\Omega} \nabla u_{h \varepsilon}(x) \nabla w(x) \mathrm{d} x=\int_{\Omega} \lambda \varphi\left(T_{h}\left(u_{h \varepsilon+}\right)\right)  \tag{4.28}\\
& \quad \times \frac{\left|k\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right) u_{h \varepsilon *}^{\prime}\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right)\right|^{q} \chi_{\Omega \backslash P\left(u_{h \varepsilon}\right)} \chi_{\left\{u_{h \varepsilon}>0\right\}}}{1+\varepsilon\left|k\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right) u_{h \varepsilon *}^{\prime}\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right)\right|^{q}} w(x) \mathrm{d} x \\
& \quad+\int_{\Omega} \tilde{g}_{\varepsilon}(x) w(x) \mathrm{d} x-I w_{\mid \partial \Omega} \quad \forall w \in V .
\end{align*}
$$

Now we analyze the term $\tilde{g}_{\varepsilon}$ of (4.27). Note that $u_{h \varepsilon} \in H^{2}(\Omega)$ and it follows from (4.28) that

$$
\begin{align*}
-\Delta u_{h \varepsilon}= & \lambda \varphi\left(T_{h}\left(u_{h \varepsilon+}\right)\right)  \tag{4.29}\\
& \times \frac{\left|k\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right) u_{h \varepsilon *}^{\prime}\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right)\right|^{q} \chi_{\Omega \backslash P\left(u_{h \varepsilon}\right)} \chi_{\left\{u_{h \varepsilon}>0\right\}}}{1+\varepsilon\left|k\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right) u_{h \varepsilon *}^{\prime}\left(\left|u_{h \varepsilon}>u_{h \varepsilon}(x)\right|\right)\right|^{q}} \\
& +\tilde{g}_{\varepsilon}(x) \text { a.e. in } \Omega .
\end{align*}
$$

In view of (4.29), we have

$$
\begin{equation*}
\tilde{g}_{\varepsilon}(x)=0 \quad \text { a.e. in } P\left(u_{h \varepsilon}\right) . \tag{4.30}
\end{equation*}
$$

On the other hand, it is easy to see that

$$
\left\{u_{h \varepsilon}>0\right\} \subseteq \varlimsup_{m \rightarrow \infty}\left\{u_{m}>0\right\} \subseteq\left\{u_{h \varepsilon} \geqslant 0\right\}
$$

Using the fact that $\varlimsup_{m \rightarrow \infty} \chi_{\left\{u_{m}>0\right\}}=\chi_{\varlimsup_{m \rightarrow \infty}\left\{u_{m}>0\right\}}$ and the above relation, we obtain

$$
\begin{equation*}
\chi_{\left\{u_{h \varepsilon}>0\right\}} \leqslant \varlimsup_{m \rightarrow \infty} \chi_{\left\{u_{m}>0\right\}} \leqslant \chi_{\left\{u_{h \varepsilon} \geqslant 0\right\}} . \tag{4.31}
\end{equation*}
$$

Since $g_{\varepsilon} \geqslant 0,(4.27)$ and (4.31) make it possible to conclude that

$$
\begin{equation*}
g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon}>0\right\}} \leqslant \tilde{g}_{\varepsilon}(x) \leqslant g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon} \geqslant 0\right\}} \quad \text { a.e. in } \Omega . \tag{4.32}
\end{equation*}
$$

Due to (4.30) and (4.32), we deduce that

$$
\begin{equation*}
\tilde{g}_{\varepsilon}(x)=g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon}>0\right\}} \quad \text { a.e. in } \Omega . \tag{4.33}
\end{equation*}
$$

Taking $w=1$ in (4.28), recalling (4.2), (4.29), and (4.33) makes it possible to obtain

$$
\begin{equation*}
-\int_{\partial \Omega} \frac{\partial u_{h \varepsilon}}{\partial n}=\int_{\Omega} \widetilde{G}_{h \varepsilon}\left(x, u_{h \varepsilon}, u_{h \varepsilon *}^{\prime}\right) \mathrm{d} x=I . \tag{4.34}
\end{equation*}
$$

In view of (4.29), (4.33), and (4.34), the conclusion of Theorem 4.2 follows immediately.

Pro of of Theorem 4.1. Similarly to the proof of Lemma 4.1, we conclude that there exists a positive constant $C_{h}$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|u_{h \varepsilon}\right\|_{H^{1}(\Omega)} \leqslant C_{h} . \tag{4.35}
\end{equation*}
$$

By standard regularity results, (4.29), and (4.35), we deduce that $\left\{u_{h \varepsilon}\right\}$ is uniformly bounded in $W^{2, \alpha}(\Omega) \cap H^{1}(\Omega)$ with respect to $\varepsilon$. Thus there exists a subsequence of $\left\{u_{h \varepsilon}\right\}$ (still denoted by $\left\{u_{h \varepsilon}\right\}$ ) and a function $u_{h} \in W^{2, \alpha}(\Omega) \cap H^{1}(\Omega)$ such that

$$
\begin{equation*}
u_{h \varepsilon} \rightharpoonup u_{h} \quad \text { weakly in } W^{2, \alpha}(\Omega) \cap H^{1}(\Omega) \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{h \varepsilon} \rightarrow u_{h} \quad \text { strongly in } W^{1, \alpha}(\Omega) \text { and a.e. in } \Omega . \tag{4.37}
\end{equation*}
$$

Similarly to the proof of (4.27) and (4.33), we deduce that there exists a sequence of $\left\{g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon}>0\right\}}\right\}$ (still denoted by $\left\{g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon}>0\right\}}\right\}$ ) such that

$$
\begin{equation*}
g_{\varepsilon}(x) \chi_{\left\{u_{h \varepsilon}>0\right\}} \rightharpoonup g(x) \chi_{\left\{u_{h}>0\right\}} \quad \text { weakly in } L^{r}(\Omega) . \tag{4.38}
\end{equation*}
$$

By Lemma 3.1, (4.28), (4.36)-(4.38), we can conclude that $u_{h}$ satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla u_{h}(x) \nabla w(x) \mathrm{d} x=-I w_{\mid \partial \Omega}+\int_{\Omega} \widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right) w(x) \mathrm{d} x \quad \forall w \in V \tag{4.39}
\end{equation*}
$$

where $\widetilde{G}_{h}$ is defined as in (4.4). Note that $u_{h} \in W^{2, \alpha}(\Omega)$, and the conclusion of Theorem 4.1 follows immediately from (4.39).
4.2. Proof of the main results. In order to prove the main results, we shall first look for some uniform estimates of the sequence $\left\{u_{h}\right\}$, where $u_{h}$ is a solution of $\left(\mathscr{P}_{h}\right)$ given in Theorem 4.1. We have the following results.

Theorem 4.3. Under the same assumptions as in Theorem 1.1, if $u_{h}$ is a solution of $\left(\mathscr{P}_{h}\right)$ given in Theorem 4.1, then there exists a positive constant $M$ independent of $h$ such that

$$
\left\|u_{h+}\right\|_{L^{\infty}(\Omega)} \leqslant M
$$

Before giving the proof of Theorem 4.3, we need the following lemma.

Lemma 4.4. Under the same assumptions as in Theorem 1.1, if $u_{h}$ is the solution of problem $\left(\mathscr{P}_{h}\right)$ given in Theorem 4.1, then

$$
\begin{equation*}
u_{\left.h\right|_{\partial \Omega}}=\gamma_{h}<0 \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{h}\left(u_{h+*}(0)\right) \leqslant \frac{1}{4 \pi} \int_{0}^{|\Omega|} \frac{1}{\theta} \int_{0}^{\theta}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s \mathrm{~d} \theta \tag{4.41}
\end{equation*}
$$

where the function $W_{h}$ is defined by

$$
\begin{equation*}
W_{h}(s)=\int_{0}^{s} \exp \left(-\frac{q}{8 \pi} \int_{\theta}^{s} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right) \mathrm{d} \theta \quad \text { for } s \in \mathbb{R} \tag{4.42}
\end{equation*}
$$

Proof. First of all, we prove that $u_{\left.h\right|_{\partial \Omega}}=\gamma_{h}<0$. We argue by contradiction. If $\gamma_{h} \geqslant 0$, using the maximum principle it is easy to see that $u_{h}>0$ in $\Omega$. Then we have

$$
I=-\int_{\partial \Omega} \frac{\partial u_{h}}{\partial n}=\int_{\Omega} \widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right) \mathrm{d} x \geqslant \int_{\Omega} g(x) \mathrm{d} x>I
$$

which is a contradiction. Thus, $u_{\left.h\right|_{\partial \Omega}}=\gamma_{h}<0$.

Now we prove that (4.41) holds. Let $S_{\theta, t}$ be a real function defined for $\theta>0$, $t>0$ by

$$
S_{\theta, t}(r)= \begin{cases}1, & r>\theta+t \\ \frac{r-\theta}{t}, & \theta \leqslant r \leqslant \theta+t \\ 0, & r \leqslant \theta\end{cases}
$$

Since $u_{h} \in H^{1}(\Omega) \cap W^{2, \alpha}(\Omega)$ and $u_{\left.h\right|_{\partial \Omega}}=\gamma_{h} \leqslant 0$, it is easy to see that $S_{\theta, t}\left(u_{h+}\right) \in$ $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. Multiplying the equation in problem $\left(\mathscr{P}_{h}\right)$ by $S_{\theta, t}\left(u_{h+}\right)$ and integrating by parts, we have

$$
\begin{equation*}
\frac{1}{t} \int_{\left\{\theta<u_{h+} \leqslant \theta+t\right\}}\left|\nabla u_{h+}\right|^{2} \mathrm{~d} x=\int_{\left\{u_{h+}>\theta\right\}} \widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right) S_{\theta, t}\left(u_{h+}\right) \mathrm{d} x \tag{4.43}
\end{equation*}
$$

It is easy to see that

$$
u_{h+*}(s)=u_{h *}(s) \geqslant 0 \quad \text { for } s \in\left[0,\left|u_{h}>0\right|\right],
$$

which implies that

$$
\begin{align*}
& \left|k\left(\left|u_{h}>u_{h}(x)\right|\right) u_{h *}^{\prime}\left(\left|u_{h}>u_{h}(x)\right|\right)\right|^{q} \chi_{\Omega \backslash P\left(u_{h}\right)} \chi_{\left\{u_{h}>0\right\}}  \tag{4.44}\\
& \quad=\left|k\left(\left|u_{h+}>u_{h+}(x)\right|\right) u_{h+*}^{\prime}\left(\left|u_{h+}>u_{h+}(x)\right|\right)\right|^{q} \chi_{\Omega \backslash P\left(u_{h+}\right)} \chi_{\left\{u_{h+}>0\right\}} \\
& \text { a.e. } x \in \Omega .
\end{align*}
$$

Let us define $v_{h}=u_{h+}$. From (4.43) and (4.44), we have

$$
\begin{align*}
\frac{1}{t} \int_{\left\{\theta<v_{h} \leqslant \theta+t\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x & =\int_{\left\{v_{h}>\theta\right\}} \widetilde{G}_{h}\left(x, v_{h}, v_{h *}^{\prime}\right) S_{\theta, t}\left(v_{h}\right) \mathrm{d} x  \tag{4.45}\\
& \leqslant \int_{\left\{v_{h}>\theta\right\}} \widetilde{G}_{h}\left(x, v_{h}, v_{h *}^{\prime}\right) \mathrm{d} x
\end{align*}
$$

By the definition of $\widetilde{G}_{h}$, applying the Hölder inequality and Young's inequality in (4.45), we have

$$
\begin{align*}
& \frac{1}{t} \int_{\left\{\theta<v_{h} \leqslant \theta+t\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x  \tag{4.46}\\
& \leqslant \\
& \frac{q}{2} \int_{\left\{v_{h}>\theta\right\}}\left(\varphi\left(T_{h}\left(v_{h}\right)\right)\right)^{2 / q}\left|k\left(\left|v_{h}>v_{h}(x)\right|\right) v_{h *}^{\prime}\left(\left|v_{h}>v_{h}(x)\right|\right)\right|^{2} \chi_{\Omega \backslash P\left(v_{h}\right)} \mathrm{d} x \\
& \quad+\int_{\left\{v_{h}>\theta\right\}}\left(g(x)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} x .
\end{align*}
$$

Let $t$ tend to zero in (4.46). By Lemma 2.1, we get

$$
\begin{aligned}
&-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x \\
& \leqslant \frac{q}{2} \int_{\left\{v_{h}>\theta\right\}}\left(\varphi\left(T_{h}\left(v_{h}\right)\right)\right)^{2 / q}\left|k\left(\left|v_{h}>v_{h}(x)\right|\right) v_{h *}^{\prime}\left(\left|v_{h}>v_{h}(x)\right|\right)\right|^{2} \chi_{\Omega \backslash P\left(v_{h}\right)} \mathrm{d} x \\
&+\int_{\left\{v_{h}>\theta\right\}}\left(g(x)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} x \\
& \leqslant \frac{q}{2} \int_{\left\{v_{h *}>\theta\right\}}\left(\varphi\left(T_{h}\left(v_{h *}\right)\right)\right)^{2 / q}\left|k(s) v_{h *}^{\prime}(s)\right|^{2} \chi_{\Omega \backslash P\left(v_{h *}\right)} \mathrm{d} s \\
&+\int_{0}^{\left|v_{h}>\theta\right|}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{aligned}
$$

which implies that

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}} & \left|\nabla v_{h}\right|^{2} \mathrm{~d} x  \tag{4.47}\\
\leqslant & \frac{q}{2} \int_{\theta}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} \tau} \int_{\left\{v_{h *}>\tau\right\}}\left(\varphi\left(T_{h}\left(v_{h *}\right)\right)\right)^{2 / q}\left|k(s) v_{h *}^{\prime}(s)\right|^{2} \mathrm{~d} s\right) \mathrm{d} \tau \\
& +\int_{0}^{\left|v_{h}>\theta\right|}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{align*}
$$

By Lemma 3.3 (here $p=2$ ) we have

$$
\begin{aligned}
& \frac{1}{t} \int_{\left\{\tau<v_{h *} \leqslant \tau+t\right\}}\left(\varphi\left(T_{h}\left(v_{h *}\right)\right)\right)^{2 / q}\left|k(s) v_{h *}^{\prime}(s)\right|^{2} \mathrm{~d} s \\
& \leqslant \frac{1}{t 4 \pi} \int_{\left\{\tau<v_{h} \leqslant \tau+t\right\}}\left(\varphi\left(T_{h}\left(v_{h}\right)\right)\right)^{2 / q}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x
\end{aligned}
$$

and thus

$$
\begin{align*}
&-\frac{\mathrm{d}}{\mathrm{~d} \tau} \int_{\left\{v_{h *}>\tau\right\}}\left(\varphi\left(T_{h}\left(v_{h *}\right)\right)\right)^{2 / q}\left|k(s) v_{h *}^{\prime}(s)\right|^{2} \mathrm{~d} s  \tag{4.48}\\
& \leqslant-\frac{1}{4 \pi} \frac{\mathrm{~d}}{\mathrm{~d} \tau} \int_{\left\{v_{h}>\tau\right\}}\left(\varphi\left(T_{h}\left(v_{h}\right)\right)\right)^{2 / q}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x
\end{align*}
$$

Inequality (4.47) and (4.48) show that

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x \leqslant & \frac{q}{8 \pi} \int_{\theta}^{\infty}\left(\varphi\left(T_{h}(\tau)\right)\right)^{2 / q}\left(-\frac{\mathrm{d}}{\mathrm{~d} \tau} \int_{\left\{v_{h}>\tau\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x\right) \mathrm{d} \tau  \tag{4.49}\\
& +\int_{0}^{\left|v_{h}>\theta\right|}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{align*}
$$

Using Gronwall's Lemma and Lemma 2.2, we then get (4.50)

$$
\begin{aligned}
& -\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x \\
& \leqslant \int_{\theta}^{\infty} \exp \left(\frac{q}{8 \pi} \int_{\theta}^{s}\left(\varphi\left(T_{h}(\tau)\right)\right)^{2 / q} \mathrm{~d} \tau\right)\left(g_{*}\left(\mu_{v_{h}}(s)\right)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right)\left(-\mathrm{d} \mu_{v_{h}}(s)\right) \\
& \leqslant \int_{0}^{\mu_{v_{h}}(\theta)} \exp \left(\frac{q}{8 \pi} \int_{\theta}^{v_{h *}(s)}\left(\varphi\left(T_{h}(\tau)\right)\right)^{2 / q} \mathrm{~d} \tau\right)\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s,
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \exp \left(\frac{q}{8 \pi} \int_{0}^{\theta} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}}\left|\nabla v_{h}\right|^{2} \mathrm{~d} x\right) \\
& \quad \leqslant \int_{0}^{\mu_{v_{h}}(\theta)} \exp \left(\frac{q}{8 \pi} \int_{0}^{v_{h *}(s)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{aligned}
$$

The above inequality and the Hölder inequality imply that

$$
\begin{align*}
& \exp \left(\frac{q}{8 \pi} \int_{0}^{\theta} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(-\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\left\{v_{h}>\theta\right\}}\left|\nabla v_{h}\right| \mathrm{d} x\right)^{2}  \tag{4.51}\\
& \leqslant-\mu_{v_{h}}^{\prime}(\theta) \int_{0}^{\mu_{v_{h}}(\theta)} \exp \left(\frac{q}{8 \pi} \int_{0}^{v_{h *}(s)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{align*}
$$

We deduce from (4.51) and Lemma 2.8 that

$$
\begin{aligned}
& 4 \pi \exp \left(\frac{q}{8 \pi} \int_{0}^{\theta} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right) \\
& \quad \leqslant \frac{-\mu_{v_{h}}^{\prime}(\theta)}{\mu_{v_{h}}(\theta)} \int_{0}^{\mu_{v_{h}}(\theta)} \exp \left(\frac{q}{8 \pi} \int_{0}^{v_{h *}(s)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s
\end{aligned}
$$

By Lemma 2.2 and integrating the above inequality between $0=v_{h *}(|\Omega|)$ and $v_{h *}(r)$ we find that

$$
\begin{aligned}
& 4 \pi \int_{0}^{v_{h *}(r)} \exp \left(\frac{q}{8 \pi} \int_{0}^{\theta} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right) \mathrm{d} \theta \\
& \leqslant \int_{r}^{|\Omega|} \frac{1}{\theta} \int_{0}^{\theta} \exp \left(\frac{q}{8 \pi} \int_{0}^{v_{h *}(s)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s \mathrm{~d} \theta \\
& \leqslant \exp \left(\frac{q}{8 \pi} \int_{0}^{v_{h *}(0)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right) \int_{0}^{|\Omega|} \frac{1}{\theta} \int_{0}^{\theta}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s \mathrm{~d} \theta
\end{aligned}
$$

for any $r \in[0,|\Omega|]$.

By the above inequality, we obtain

$$
\begin{aligned}
& 4 \pi \frac{\int_{0}^{v_{h *}(r)} \exp \left(q(8 \pi)^{-1} \int_{0}^{\theta} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right) \mathrm{d} \theta}{\exp \left(q(8 \pi)^{-1} \int_{0}^{v_{h *}(0)} \varphi^{2 / q}\left(T_{h}(\tau)\right) \mathrm{d} \tau\right)} \\
& \quad \leqslant \int_{0}^{|\Omega|} \frac{1}{\theta} \int_{0}^{\theta}\left(g_{*}(s)+\frac{(2-q) \lambda^{2 /(2-q)}}{2}\right) \mathrm{d} s \mathrm{~d} \theta
\end{aligned}
$$

Assertion (4.41) follows immediately from the above inequality.
Pro of of Theorem 4.3. Similarly to the proof of Proposition 3.4 in [36], using Lemma 4.5 and condition (1.3) we deduce that there exists a positive constant $M$ independent of $h$ such that $\left\|u_{h+}\right\|_{L^{\infty}(\Omega)} \leqslant M$. We omit the details here.

Proof of Theorem 1.1. Fix $h>M$ and denote $u=u_{h}$, where $u_{h}$ is given in Theorem 4.1 and $M$ is defined as in Theorem 4.3. By Theorem 4.3, we find that $u=u_{h} \leqslant h$ and

$$
\begin{array}{r}
\widetilde{G}_{h}\left(x, u, u_{*}^{\prime}\right)=\left[\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)}+g(x)\right] \chi_{\{u>0\}} \\
\text { a.e. } x \in \Omega .
\end{array}
$$

Thus we deduce that $u$ satisfies the equation

$$
\begin{equation*}
-\Delta u=\left[\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)}+g(x)\right] \chi_{\{u>0\}} \quad \text { in } \Omega . \tag{4.52}
\end{equation*}
$$

It is easy to see that

$$
\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)} \in \lambda \varphi\left(u_{+}\right)\left|k(\beta(u(x))) u_{*}^{\prime}(\beta(u(x)))\right|^{q} .
$$

Moreover, we see that $u$ satisfies (2) and (3) in Theorem 1.1. Thus we complete the proof of Theorem 1.1.

Proof of Theorem 1.2. Fix $h>M$ and denote $u=u_{h}$, where $u_{h}$ is given in Theorem 4.1 and $M$ is defined as in Theorem 4.3. As before, we see that $u$ satisfies equation (4.52). Now we prove that $u$ is a solution to problem $(\mathscr{P})$ in the standard sense since $g(x)>0$.

First of all, we claim that

$$
\begin{equation*}
\left|\Omega_{1}\right|=\mid\{x: u(x)>0 \text { and } \nabla u(x)=0\} \mid=0 . \tag{4.53}
\end{equation*}
$$

We argue by contradiction. Supposing that $\left|\Omega_{1}\right| \neq 0$, by the fact that $u$ belongs to $W^{2, \alpha}(\Omega)$ and using the classic result (see $\S 6.18$ and $\S 6.19$ in [16]), we deduce that $\Delta u=0$ in $\Omega_{1}$. Thus, by (4.52) we have

$$
0=-\Delta u(x)=g(x) \chi_{\{u>0\}}=g(x)>0 \quad \text { in } \Omega_{1},
$$

which is a contradiction. Thus, (4.53) holds.

By (4.53), we get

$$
\begin{align*}
\lambda \varphi\left(u_{+}\right) \mid k(\mid u & >u(x) \mid)\left.u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)} \chi_{\{u>0\}}  \tag{4.54}\\
& =\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\{u>0\}} \quad \text { in }\{u>0\}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& \lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)} \chi_{\{u>0\}}  \tag{4.55}\\
& \quad=\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\{u>0\}}=0 \quad \text { in }\{u \leqslant 0\}
\end{align*}
$$

It follows from (4.54) and (4.55) that

$$
\begin{align*}
\lambda \varphi\left(u_{+}\right) \mid k(\mid u & >u(x) \mid)\left.u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\Omega \backslash P(u)} \chi_{\{u>0\}}  \tag{4.56}\\
& =\lambda \varphi\left(u_{+}\right)\left|k(|u>u(x)|) u_{*}^{\prime}(|u>u(x)|)\right|^{q} \chi_{\{u>0\}} \quad \text { in } \Omega
\end{align*}
$$

Since $u=u_{h}$ is a solution to problem $\left(\mathscr{P}_{h}\right)$, by Lemma 4.4 we have $u_{\text {|वת }}=\gamma<0$ and $-\int_{\partial \Omega} \partial u / \partial n=I$. Thus, from (4.52) and (4.56), we deduce that $u$ is a solution to problem $(\mathscr{P})$ in the standard sense.

Proof of Theorem 1.3. Clearly, under the assumptions of Theorem 1.3, problem $\left(\mathscr{P}_{h}\right)$ admits a solution $u_{h} \in W^{2, \alpha}(\Omega) \cap H^{1}(\Omega)$ in the sense of Theorem 4.1. Moreover, it is easy to see that (4.40) holds, i.e. $\left.u_{h}\right|_{\partial \Omega}=\gamma_{h}<0$. Now we prove that $u_{h+} \in$ $L^{\infty}(\Omega)$. We use the ideas of [4].

Let $\psi_{l}(s)=s-T_{l}(s)$ and $\varphi(s)=\int_{0}^{s} \varphi^{2 / q}(s)$, where $l>0$. Multiplying the equation in problem $\left(\mathscr{P}_{h}\right)$ by $\mathrm{e}^{\varphi\left(u_{h+}\right)} \psi_{l}\left(u_{h+}\right)$ and integrating by parts, we have

$$
\begin{align*}
& \int_{\Omega} \varphi^{2 / q}\left(u_{h+}\right) \mathrm{e}^{\varphi\left(u_{h+}\right)} \psi_{l}\left(u_{h+}\right)\left|\nabla u_{h+}\right|^{2} \mathrm{~d} x+\int_{\left\{u_{h+}>l\right\}} \mathrm{e}^{\varphi\left(u_{h+}\right)}\left|\nabla u_{h+}\right|^{2} \mathrm{~d} x  \tag{4.57}\\
&=\int_{\left\{u_{h+}>l\right\}} \widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right) \mathrm{e}^{\varphi\left(u_{h+}\right)} \psi_{l}\left(u_{h+}\right) \mathrm{d} x
\end{align*}
$$

Let us define $v=u_{h+}$. Proceeding as in (4.44), we deduce that $\widetilde{G}_{h}\left(x, u_{h}, u_{h *}^{\prime}\right)=$ $\widetilde{G}_{h}\left(x, v, v_{*}^{\prime}\right)$. Then equality (4.57) can be written as

$$
\begin{gather*}
\int_{\Omega} \varphi^{2 / q}(v) \mathrm{e}^{\varphi(v)} \psi_{l}(v)|\nabla v|^{2} \mathrm{~d} x+\int_{\{v>l\}} \mathrm{e}^{\varphi(v)}|\nabla v|^{2} \mathrm{~d} x  \tag{4.58}\\
=\int_{\{v>l\}} \widetilde{G}_{h}\left(x, v, v_{*}^{\prime}\right) \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x
\end{gather*}
$$

By Lemma 2.1, Remark 3.2 and Young's inequality, we have

$$
\begin{aligned}
& \int_{\{v>l\}} \widetilde{G}_{h}\left(x, v, v_{*}^{\prime}\right) \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x=\int_{\left\{v_{*}>l\right\}} \lambda \varphi\left(v_{*}\right)\left|k(s) v_{*}^{\prime}(s)\right|^{q} \mathrm{e}^{\varphi\left(v_{*}\right)} \psi_{l}\left(v_{*}\right) \mathrm{d} s \\
&+\int_{\{v>l\}} g(x) \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x \leqslant \frac{1}{\left(2 \pi^{1 / 2}\right)^{q}} \int_{\{v>l\}} \lambda \varphi(v)|\nabla v|^{q} \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x \\
&+\int_{\{v>l\}} g(x) \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x \leqslant \int_{\{v>l\}} \varphi^{2 / q}(v)|\nabla v|^{2} \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x \\
&+\int_{\{v>l\}}\left[g(x)+C_{4} \lambda^{2 /(2-q)}\right] \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x,
\end{aligned}
$$

where $C_{4}$ is a positive constant which depends only on $q$ and $\pi$.
The above inequality together with (4.58) imply that

$$
\begin{equation*}
\int_{\{v>l\}} \mathrm{e}^{\varphi(v)}|\nabla v|^{2} \mathrm{~d} x \leqslant \int_{\{v>l\}}\left[g(x)+C_{4} \lambda^{2 /(2-q)}\right] \mathrm{e}^{\varphi(v)} \psi_{l}(v) \mathrm{d} x . \tag{4.59}
\end{equation*}
$$

Recalling that $\varphi \in L^{2 / q}[0, \infty)$, we obtain that $\mathrm{e}^{\varphi(v)}$ is bounded. Therefore, from (4.59) we deduce that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \psi_{l}(v)\right|^{2} \mathrm{~d} x=\int_{\{v>l\}}|\nabla v|^{2} \mathrm{~d} x \leqslant C_{5} \int_{\{v>l\}}\left[g(x)+\lambda^{2 /(2-q)}\right] \psi_{l}(v) \mathrm{d} x \tag{4.60}
\end{equation*}
$$

where $C_{5}$ is a positive constant depending only on $C_{4}$ and $\mathrm{e}^{\int_{0}^{\infty} \varphi(s) \mathrm{d} s}$.
Taking into account Stampacchia procedure (see [32]), we conclude that there exists a positive constant $C_{6}$ such that

$$
\|v\|_{L^{\infty}(\Omega)} \leqslant C_{6} .
$$

Fixing $h>C_{6}$ and denoting $u=u_{h}$, we conclude that $u_{+} \in L^{\infty}(\Omega)$. Arguing as in the proof of Theorem 1.1, we deduce that $u \in W^{2, \alpha}(\Omega) \cap H^{1}(\Omega)$ is a solution to problem $(\mathscr{P})$ in the sense of Theorem 1.1. Moreover, using the same argument as in Theorem 1.2, we find that the function $u$ is a solution to problem $(\mathscr{P})$ in the standard sense.

Proof of Theorem 1.4. Since $\varphi \equiv c_{0}$, we have $\varphi\left(T_{h}(s)\right)=c_{0}=\varphi(s)$ for all $h>0$. Hence, Theorem 1.4 is a direct consequence of Theorem 4.1 and Theorem 1.2.
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