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Abstract. In this paper, we discuss the existence of solutions for a boundary value prob-
lem of fractional differential inclusions with nonlocal Riemann-Liouville integral boundary
conditions. Our results include the cases when the multivalued map involved in the prob-
lem is (i) convex valued, (ii) lower semicontinuous with nonempty closed and decomposable
values and (iii) nonconvex valued. In case (i) we apply a nonlinear alternative of Leray-
Schauder type, in the second case we combine the nonlinear alternative of Leray-Schauder
type for single-valued maps with a selection theorem due to Bressan and Colombo, while
in the third case we use a fixed point theorem for multivalued contractions due to Covitz
and Nadler.
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1. Introduction

In this paper, we discuss the existence of solutions for nonlinear fractional differen-

tial inclusions of order q ∈ (1, 2] with nonlocal Riemann-Liouville integral boundary

conditions given by

(1.1)























cDqx(t) ∈ F (t, x(t)), 1 < q 6 2, t ∈ [0, 1],

x(0) = aIβx(η) = a

∫ η

0

(η − s)β−1

Γ(β)
x(s) ds, 0 < β 6 1,

x(1) = bIαx(σ) = b

∫ σ

0

(σ − s)α−1

Γ(α)
x(s) ds, 0 < α 6 1,
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where cDq denotes the Caputo fractional derivative of order q, F : [0, 1]×R → P(R)

is a multivalued map, P(R) is the family of all subsets of R and a, b, η, σ are real

constants with 0 < η, σ < 1.

The present work is motivated by a recent article [5], where the authors studied

the single-valued case (cDqx(t) = f(t, x(t))) of problem (1.1).

Integral boundary conditions have found useful applications in applied fields such

as blood flow problems, chemical engineering, thermo-elasticity, underground water

flow, population dynamics, etc. For a detailed description of the integral boundary

conditions, we refer the reader to the papers [6], [14] and references therein. For

the basic theory of fractional differential equations and its applications see [22], [23],

[24], [25], whereas the recent developments on the topic can be found in [1], [2], [3],

[4], [7], [8], [9], [10], [11], [12] and the references cited therein.

We establish some existence results for the problem (1.1) when the multivalued

map involved in the problem is (i) convex valued; (ii) lower semicontinuous with

nonempty closed and decomposable values and (iii) nonconvex valued. The first

result is shown by applying a nonlinear alternative of Leray-Schauder type. To

obtain the second result, we combine the nonlinear alternative of Leray-Schauder

type for single-valued maps with a selection theorem due to Bressan and Colombo.

The third result is based on a fixed point theorem for contraction multivalued maps

due to Covitz and Nadler.

The methods used are standard, however their exposition in the framework of

problems (1.1) is new.

2. Preliminaries

2.1. Fractional calculus. Let us recall some basic definitions of fractional cal-

culus [22], [25].

Definition 2.1. For (n−1)-times absolutely continuous function g : [0,∞) → R,

the Caputo derivative of fractional order q is defined as

cDqg(t) =
1

Γ(n− q)

∫ t

0

(t− s)n−q−1g(n)(s) ds, n− 1 < q < n, n = [q] + 1,

where [q] denotes the integer part of the real number q.

Definition 2.2. The Riemann-Liouville fractional integral of order q is defined

as

Iqg(t) =
1

Γ(q)

∫ t

0

g(s)

(t− s)1−q
ds, q > 0,

provided the integral exists.
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To define the solution for the inclusion problem we need the following lemma.

Lemma 2.3 ([5]). For any y ∈ C[0, 1], the unique solution of the linear fractional

boundary value problem

(2.1)























cDqx(t) = y(t), 1 < q 6 2, t ∈ [0, 1],

x(0) = a

∫ η

0

(η − s)β−1

Γ(β)
x(s) ds,

x(1) = b

∫ σ

0

(σ − s)α−1

Γ(α)
x(s) ds, 0 < β, α < 1

is

(2.2) x(t) = Iqy(t) + (ν1 − ν4t)I
q+βy(η) + (ν2 + ν3t)(bI

q+αy(σ)− Iqy(1)),

where

(2.3)































ν1 =
a

ν

(

1−
bσα+1

Γ(α+ 2)

)

, ν2 =
aηβ+1

νΓ(β + 2)
,

ν3 =
1

ν

(

1−
aηβ

Γ(β + 1)

)

, ν4 =
a

ν

(

1−
bσα

Γ(α + 1)

)

,

ν =
(

1−
aηβ

Γ(β + 1)

)(

1−
bσα+1

Γ(α+ 2)

)

+
aηβ+1

Γ(β + 2)

(

1−
bσα

Γ(α+ 1)

)

.

2.2. Multivalued analysis. Let us recall some basic definitions on multi-valued

maps [17], [19].

For a normed space (X, ‖ · ‖), let Pcl(X) = {Y ∈ P(X) : Y is closed}, Pb(X) =

{Y ∈ P(X) : Y is bounded}, Pcp(X) = {Y ∈ P(X) : Y is compact}, and Pcp,c(X) =

{Y ∈ P(X) : Y is compact and convex}. A multi-valued map G : X → P(X)

is convex (closed) valued if G(x) is convex (closed) for all x ∈ X. The map G is

bounded on bounded sets if G(B) =
⋃

x∈B

G(x) is bounded in X for all B ∈ Pb(X) (i.e.

sup
x∈B

{sup{|y| : y ∈ G(x)}} < ∞). G is called upper semi-continuous (u.s.c.) on X if

for each x0 ∈ X, the set G(x0) is a nonempty closed subset of X , and if for each

open set N of X containing G(x0), there exists an open neighborhood N0 of x0 such

that G(N0) ⊆ N. A map G is said to be completely continuous if G(B) is relatively

compact for every B ∈ Pb(X). If the multi-valued map G is completely continuous

with nonempty compact values, then G is u.s.c. if and only if G has a closed graph,

i.e., xn → x∗, yn → y∗, yn ∈ G(xn) imply y∗ ∈ G(x∗). A map G has a fixed point if

there is x ∈ X such that x ∈ G(x). The fixed point set of the multivalued operator
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G will be denoted by FixG. A multivalued map G : [0; 1] → Pcl(R) is said to be

measurable if for every y ∈ R, the function

t 7→ d(y,G(t)) = inf{|y − z| : z ∈ G(t)}

is measurable.

Let C([0, 1]) denote a Banach space of continuous functions from [0, 1] into R with

the norm ‖x‖ = sup
t∈[0,1]

|x(t)|. Let L1([0, 1],R) be the Banach space of measurable

functions x : [0, 1] → R which are Lebesgue integrable and normed by ‖x‖L1 =
∫ 1

0
|x(t)| dt. Also, AC1([0, 1],R) will denote the space of functions y : [0, 1] → R that

are absolutely continuous and whose first derivative is absolutely continuous.

Definition 2.4. A multivalued map F : [0, 1] × R → P(R) is said to be

Carathéodory if

(i) t 7→ F (t, x) is measurable for each x ∈ R;

(ii) x 7→ F (t, x) is upper semicontinuous for almost all t ∈ [0, 1].

Further, a Carathéodory function F is called L1-Carathéodory if

(iii) for each α > 0, there exists ϕα ∈ L1([0, 1],R+) such that

‖F (t, x)‖ = sup{|v| : v ∈ F (t, x)} 6 ϕα(t)

for all ‖x‖ 6 α and for a.e. t ∈ [0, 1].

For each y ∈ C([0, 1],R), define the set of selections of F by

SF,y := {v ∈ L1([0, 1],R) : v(t) ∈ F (t, y(t)) for a.e. t ∈ [0, 1]}.

Let X be a nonempty closed subset of a Banach space E and G : X → P(E)

a multivalued operator with nonempty closed values. G is lower semi-continuous

(l.s.c.) if the set {y ∈ X : G(y) ∩B 6= ∅} is open for any open set B in E. Let A be

a subset of [0, 1]×R. A is L⊗B measurable if A belongs to the σ-algebra generated

by all sets of the form J × D, where J is Lebesgue measurable in [0, 1] and D is

Borel measurable in R. A subset A of L1([0, 1],R) is decomposable if for all u, v ∈ A

and measurable J ⊂ [0, 1] = J , the function uχJ + vχJ−J belongs to A, where χJ

stands for the characteristic function of J .

Definition 2.5. Let Y be a separable metric space and let N be a multivalued

operator such that N : Y → P(L1([0, 1],R)). We say N has the property (BC) if N

is lower semi-continuous (l.s.c.) and has nonempty closed and decomposable values.
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Let F : [0, 1]× R → P(R) be a multivalued map with nonempty compact values.

Define a multivalued operator F : C([0, 1]×R) → P(L1([0, 1],R)) associated with F

as

F(x) = {w ∈ L1([0, 1],R) : w(t) ∈ F (t, x(t)) for a.e. t ∈ [0, 1]},

which is called the Nemytskii operator associated with F.

Definition 2.6. Let F : [0, 1]× R → P(R) be a multivalued function with non-

empty compact values. We say F is of lower semi-continuous type (l.s.c. type) if its

associated Nemytskii operator F is lower semi-continuous and has nonempty closed

and decomposable values.

Let (X, d) be a metric space induced from the normed space (X ; ‖ · ‖). Consider

Hd : P(X)× P(X) → R ∪ {∞} given by

Hd(A,B) = max
{

sup
a∈A

d(a,B), sup
b∈B

d(A, b)
}

,

where d(A, b) = inf
a∈A

d(a; b) and d(a,B) = inf
b∈B

d(a; b). Then (Pb,cl(X), Hd) is a metric

space and (Pcl(X), Hd) is a generalized metric space (see [20]).

Definition 2.7. A multivalued operator N : X → Pcl(X) is called:

(a) γ-Lipschitz if and only if there exists γ > 0 such that

Hd(N(x), N(y)) 6 γd(x, y) for each x, y ∈ X ;

(b) a contraction if and only if it is γ-Lipschitz with γ < 1.

The following lemmas will be used in the sequel.

Lemma 2.8 (Nonlinear alternative for Kakutani maps [18]). Let E be a Banach

space, C a closed convex subset of E, U an open subset of C and 0 ∈ U. Suppose

that F : U → Pcp,c(C) is an upper semicontinuous compact map. Then either

(i) F has a fixed point in U, or

(ii) there is a u ∈ ∂U and λ ∈ (0, 1) with u ∈ λF (u).

Lemma 2.9 ([21]). Let X be a Banach space. Let F : [0, T ] × R → Pcp,c(X)

be an L1-Carathéodory multivalued map and let Θ be a linear continuous mapping

from L1([0, 1], X) to C([0, 1], X). Then the operator

Θ ◦ SF : C([0, 1], X) → Pcp,c(C([0, 1], X)), x 7→ (Θ ◦ SF )(x) = Θ(SF,x)

is a closed graph operator in C([0, 1], X)× C([0, 1], X).
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Lemma 2.10 ([13]). Let Y be a separable metric space and let N : Y →

P(L1([0, 1],R)) be a multivalued operator having the property (BC). Then N has

a continuous selection, that is, there exists a continuous (single-valued) function

g : Y → L1([0, 1],R) such that g(x) ∈ N(x) for every x ∈ Y .

Lemma 2.11 ([16]). Let (X, d) be a complete metric space. If N : X → Pcl(X)

is a contraction, then FixN 6= ∅.

Definition 2.12. A function x ∈ AC2([0, 1],R) is said to be a solution of the

problem (1.1) if x(0) = aIβx(η), x(1) = bIαx(σ), and there exists a function f ∈

L1([0, 1],R) such that f(t) ∈ F (t, x(t)) a.e. on [0, 1] and

(2.4) x(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(s) ds

}

,

where ν1, ν2, ν3 and ν4 are given by (2.3).

3. Existence results

Theorem 3.1 (The Carathéodory case). Assume that:

(H1) F : [0, 1]×R → P(R) is Carathéodory and has nonempty compact and convex

values;

(H2) there exist a continuous nondecreasing function ψ : [0,∞) → (0,∞) and a func-

tion p ∈ C([0, 1],R+) such that

‖F (t, x)‖P := sup{|y| : y ∈ F (t, x)} 6 p(t)ψ(‖x‖) for each (t, x) ∈ [0, 1]× R;

(H3) there exists a constant M > 0 such that

M

‖p‖ψ(M)
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

> 1.

Then the boundary value problem (1.1) has at least one solution on [0, 1].
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P r o o f. Define the operator Ω: C([0, 1],R) → P(C([0, 1],R)) by

Ω(x) =

{

h ∈ C([0, 1],R) :

h(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(s) ds

+ (ν2 + ν3t)

(

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(s) ds

)}

for f ∈ SF,x. We will show that Ω satisfies the assumptions of the nonlinear alter-

native of Leray-Schauder type. The proof consists of several steps. As a first step,

we show that Ω is convex for each x ∈ C([0, 1],R). This step is obvious since SF,x is

convex (F has convex values), and therefore we omit the proof.

Next, we show that Ω maps bounded sets (balls) into bounded sets in C([0, 1],R).

For a positive number ̺, let B̺ = {x ∈ C([0, 1],R) : ‖x‖ 6 ̺} be a bounded ball in

C([0, 1],R). Then, for each h ∈ Ω(x), x ∈ B̺, there exists f ∈ SF,x such that

h(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(s) ds

}

,

and

|h(t)| 6

∫ t

0

(t− s)q−1

Γ(q)
p(s)ψ(‖x‖) ds

+ (|ν1|+ |ν4|)|

∫ η

0

(η − s)q+β−1

Γ(q + β)
p(s)ψ(‖x‖) ds

+ (|ν2|+ |ν3|)

(

|b|

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
p(s)ψ(‖x‖) ds

+

∫ 1

0

(1 − s)q−1

Γ(q)
p(s)ψ(‖x‖) ds

)

6 ‖p‖ψ(‖x‖)

{

tq

Γ(q + 1)
+ (|ν1|+ |ν4|)

ηq+β

Γ(q + β + 1)

+ (|ν2|+ |ν3|)
( |b|σq+α

Γ(q + α+ 1)
+

1

Γ(q + 1)

)

}

6 ‖p‖ψ(‖x‖)
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

.

Thus,

‖h‖ 6 ‖p‖ψ(̺)
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

.

457



Now we show that Ω maps bounded sets into equicontinuous sets of C([0, 1],R).

Let t1, t2 ∈ [0, 1] with t1 < t2 and x ∈ B̺, where B̺ is a bounded set of C([0, 1],R).

For each h ∈ Ω(x), we obtain

|h(t2)− h(t1)| 6

∣

∣

∣

∣

∫ t2

0

(t2 − s)q−1

Γ(q)
p(s)ψ(̺) ds−

∫ t1

0

(t1 − s)q−1

Γ(q)
p(s)ψ(̺) ds

− ν4(t2 − t1)

∫ η

0

(η − s)q+β−1

Γ(q + β)
p(s)ψ(̺) ds

− ν3(t2 − t1)

(

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
p(s)ψ(̺) ds−

∫ 1

0

(1− s)q−1

Γ(q)
p(s)ψ(̺) ds

)∣

∣

∣

∣

6 ψ(̺)‖p‖

[
∫ t2

t1

∣

∣

∣

(t2 − s)q−1

Γ(q)

∣

∣

∣
ds+

∫ t1

0

∣

∣

∣

(t1 − s)q−1 − (t2 − s)q−1

Γ(q)

∣

∣

∣
ds

+ |ν4|(t2 − t1)

∫ η

0

∣

∣

∣

(η − s)q+β−1

Γ(q + β)

∣

∣

∣
ds

+ |ν3|(t2 − t1)

(

|b|

∫ σ

0

∣

∣

∣

(σ − s)q+α−1

Γ(q + α)

∣

∣

∣
ds+

∫ 1

0

∣

∣

∣

(1− s)q−1

Γ(q)
ds

∣

∣

∣

)]

.

Obviously, the right hand side of the above inequality tends to zero independently

of x ∈ B̺ as t2 − t1 → 0. As Ω satisfies the above three assumptions, it follows

by the Arzelà-Ascoli theorem that Ω: C([0, 1],R) → P(C([0, 1],R)) is completely

continuous.

In our next step, we show that Ω has a closed graph. Let xn → x∗, hn ∈ Ω(xn) and

hn → h∗. Then we need to show that h∗ ∈ Ω(x∗). Associated with hn ∈ Ω(xn), there

exists fn ∈ SF,xn
such that for each t ∈ [0, 1],

hn(t) =

∫ t

0

(t− s)q−1

Γ(q)
fn(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
fn(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
fn(s) ds−

∫ 1

0

(1 − s)q−1

Γ(q)
fn(s) ds

}

.

Thus we have to show that there exists f∗ ∈ SF,x∗
such that for each t ∈ [0, 1],

h∗(t) =

∫ t

0

(t− s)q−1

Γ(q)
f∗(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f∗(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f∗(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f∗(s) ds

}

.
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Let us consider the continuous linear operator Θ: L1([0, 1],R) → C([0, 1],R)

given by

f 7→ Θ(f)(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(s) ds

}

.

Observe that

‖hn(t)− h∗(t)‖ =

∥

∥

∥

∥

∫ t

0

(t− s)q−1

Γ(q)
(fn(s)− f∗(s)) ds

+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
(fn(s)− f∗(s)) ds

+ (ν2 + ν3t)

{

|b|

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
(fn(s)− f∗(s)) ds

−

∫ 1

0

(1− s)q−1

Γ(q)
(fn(s)− f∗(s)) ds

}∥

∥

∥

∥

→ 0,

as n→ ∞.

Thus, it follows by Lemma 2.9 that Θ ◦ SF is a closed graph operator. Further,

we have hn(t) ∈ Θ(SF,xn
). Since xn → x∗, we have

h∗(t) =

∫ t

0

(t− s)q−1

Γ(q)
f∗(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f∗(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f∗(s) ds−

∫ 1

0

(1 − s)q−1

Γ(q)
f∗(s) ds

}

for some f∗ ∈ SF,x∗
.

Finally, we show there exists an open set U ⊆ C([0, 1],R) with x /∈ Ω(x) for λ ∈

(0, 1) and x ∈ ∂U. Let λ ∈ (0, 1) and x ∈ λΩ(x). Then there exists f ∈ L1([0, 1],R)

with f ∈ SF,x such that, for t ∈ [0, 1], we have

h(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(s) ds

}

.

Using the computations of the second step above we obtain

‖h‖ 6 ‖p‖ψ(‖x‖)

{

1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

.
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Consequently, we have

‖x‖

‖p‖ψ(‖x‖)
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

6 1.

In view of (H3), there exists M such that ‖x‖ 6=M . Let us set

U = {x ∈ C([0, 1],R) : ‖x‖ < M}.

Note that the operator Ω: U → P(C([0, 1],R)) is upper semicontinuous and com-

pletely continuous. Due to the choice of U , there is no x ∈ ∂U such that x ∈ λΩ(x)

for some λ ∈ (0, 1). Consequently, by the nonlinear alternative of the Leray-Schauder

type (Lemma 2.8), we deduce that Ω has a fixed point x ∈ U which is a solution of

the problem (1.1). This completes the proof. �

E x am p l e 3.1. Consider the strip fractional boundary value problem

(3.1)

{

cD3/2x(t) ∈ F (t, x(t)), 0 < t < 1,

x(0) = I1/2x(1/4), x(1) = I1/3x(1/2).

Here q = 3/2, a = b = 1, β = 1/2, α = 1/3, η = 1/4, σ = 1/2, and F : [0, 1]×R →

P(R) is a multivalued map given by

x→ F (t, x) =
[ |x|3

|x|3 + 3
+ 3t3 + 5,

|x|

|x|+ 1
+ t+ 1

]

.

For f ∈ F we have

|f | 6 max
( |x|3

|x|3 + 3
+ 3t3 + 5,

|x|

|x|+ 1
+ t+ 1

)

6 9, x ∈ R.

Thus,

‖F (t, x)‖P := sup{|y| : y ∈ F (t, x)} 6 9 = p(t)ψ(‖x‖), x ∈ R,

with p(t) = 1, ψ(‖x‖) = 9.

Further, using the condition (H3) we find that M > M1, where M1 ≈ 15.2244.

Clearly, all the conditions of Theorem 3.1 are satisfied. So there exists at least one

solution of the problem (3.1) on [0, 1].
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Theorem 3.2 (The lower semicontinuous case). Assume that (H2), (H3) and the

following condition hold:

(H4) F : [0, 1] × R → P(R) is a nonempty compact-valued multivalued map such

that

(a) (t, x) 7→ F (t, x) is L ⊗B measurable,

(b) x 7→ F (t, x) is lower semicontinuous for each t ∈ [0, 1].

Then the boundary value problem (1.1) has at least one solution on [0, 1].

P r o o f. We make use of the nonlinear alternative of the Leray Schauder type

together with the selection theorem of Bressan and Colombo [13] for lower semi-

continuous maps with decomposable values to complete the proof. It follows from

(H2) and (H4) that F is of l.s.c. type. Then by virtue of Lemma 2.10 there exists

a continuous function f : C([0, 1],R) → L1([0, 1],R) such that f(x) ∈ F(x) for all

x ∈ C([0, 1],R).

Consider the problem

(3.2)

{

cDqx(t) = f(x)(t), t ∈ [0, 1], 1 < q 6 2,

x(0) = aIβx(η), x(1) = bIαx(σ).

Observe that if x ∈ AC2([0, 1],R) is a solution of (3.2), then x is a solution to the

problem (1.1). In order to transform the problem (3.2) into a fixed point problem,

we define the operator Ω as

Ωx(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(x)(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
f(x)(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
f(x)(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
f(x)(s) ds

}

.

It can be shown easily that Ω is continuous and completely continuous. The

remaining part of the proof is similar to that of Theorem 3.1. So we omit it. This

completes the proof. �

Our next result dealing with the nonconvex type multivalued map for problem (1.1)

relies on a fixed point theorem for multivalued maps due to Covitz and Nadler [16].

Theorem 3.3 (The Lipschitz case). Assume that the following conditions hold:

(H5) F : [0, 1]× R → Pcp(R) is such that F (·, x) : [0, 1] → Pcp(R) is measurable for

each x ∈ R;

(H6) Hd(F (t, x), F (t, x̄)) 6 m(t)|x − x̄| for almost all t ∈ [0, 1] and x, x̄ ∈ R with

m ∈ C([0, 1],R+) and d(0, F (t, 0)) 6 m(t) for almost all t ∈ [0, 1].
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If

‖m‖

{

1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

< 1

then the boundary value problem (1.1) has at least one solution on [0, 1].

P r o o f. Observe that the set SF,x is nonempty for each x ∈ C([0, 1],R) by the

assumption (H5), so F has a measurable selection (see [15], Theorem III.6). Now

we show that the operator Ω, defined at the beginning of the proof of Theorem 3.1,

satisfies the assumptions of Lemma 2.11. To show that Ω(x) ∈ Pcl((C[0, 1],R))

for each x ∈ C([0, 1],R), let {un}n>0 ∈ Ω(x) be such that un → u(n → ∞) in

C([0, 1],R). Then u ∈ C([0, 1],R) and there exists vn ∈ SF,un
such that, for each

t ∈ [0, 1],

un(t) =

∫ t

0

(t− s)q−1

Γ(q)
vn(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
vn(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
vn(s) ds−

∫ 1

0

(1 − s)q−1

Γ(q)
vn(s) ds

}

.

As F has compact values, we pass to a subsequence to obtain that vn converges

to v in L1([0, 1],R). Thus, v ∈ SF,x and for each t ∈ [0, 1],

un(t) → u(t) =

∫ t

0

(t− s)q−1

Γ(q)
v(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
v(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
v(s) ds−

∫ 1

0

(1− s)q−1

Γ(q)
v(s) ds

}

.

Hence, u ∈ Ω(x).

Next we show that there exists γ < 1 such that

Hd(Ω(x),Ω(x̄)) 6 γ‖x− x̄‖ for each x, x̄ ∈ C([0, 1],R).

Let x, x̄ ∈ C([0, 1],R) and h1 ∈ Ω(x). Then there exists v1(t) ∈ F (t, x(t)) such that,

for each t ∈ [0, 1],

h1(t) =

∫ t

0

(t− s)q−1

Γ(q)
v1(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
v1(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
v1(s) ds−

∫ 1

0

(1 − s)q−1

Γ(q)
v1(s) ds

}

.

By (H6), we have

Hd(F (t, x), F (t, x̄)) 6 m(t)|x(t) − x̄(t)|.
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So, there exists w ∈ F (t, x̄(t)) such that

|v1(t)− w| 6 m(t)|x(t) − x̄(t)|, t ∈ [0, 1].

Define U : [0, 1] → P(R) by

U(t) = {w ∈ R : |v1(t)− w| 6 m(t)|x(t) − x̄(t)|}.

Since the multivalued operator U(t) ∩ F (t, x̄(t)) is measurable ([15], Proposi-

tion III.4), there exists a function v2(t) which is a measurable selection for U . So

v2(t) ∈ F (t, x̄(t)) and for each t ∈ [0, 1], we have |v1(t)− v2(t)| 6 m(t)|x(t) − x̄(t)|.

For each t ∈ [0, 1], let us define

h2(t) =

∫ t

0

(t− s)q−1

Γ(q)
v2(s) ds+ (ν1 − tν4)

∫ η

0

(η − s)q+β−1

Γ(q + β)
v2(s) ds

+ (ν2 + ν3t)

{

b

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
v2(s) ds−

∫ 1

0

(1 − s)q−1

Γ(q)
v2(s) ds

}

.

Thus,

|h1(t)− h2(t)| 6

∫ t

0

(t− s)q−1

Γ(q)
|v1(s)− v2(s)| ds

+ (|ν1|+ |ν4|)

∫ η

0

(η − s)q+β−1

Γ(q + β)
|v1(s)− v2(s)| ds

+ (|ν2|+ |ν3|)

{

|b|

∫ σ

0

(σ − s)q+α−1

Γ(q + α)
|v1(s)− v2(s)| ds

+

∫ 1

0

(1− s)q−1

Γ(q)
|v1(s)− v2(s)| ds

}

6 ‖m‖
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

‖x− x̄‖.

Hence,

‖h1 − h2‖ 6 ‖m‖
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

‖x− x̄‖.

Analogously, interchanging the roles of x and x, we obtain

Hd(Ω(x),Ω(x̄)) 6 γ‖x− x̄‖

6 ‖m‖
{1 + |ν2|+ |ν3|

Γ(q + 1)
+
ηq+β(|ν1|+ |ν4|)

Γ(q + β + 1)
+

|b|σq+α(|ν2|+ |ν3|)

Γ(q + α+ 1)

}

‖x− x̄‖.

Since Ω is a contraction, it follows by Lemma 2.11 that Ω has a fixed point x which

is a solution of (1.1). This completes the proof. �

463



References

[1] R.P.Agarwal, B.Ahmad: Existence theory for anti-periodic boundary value problems
of fractional differential equations and inclusions. Comput. Math. Appl. 62 (2011),
1200–1214.

[2] R.P.Agarwal, M. Benchohra, S.Hamani: A survey on existence results for boundary
value problems of nonlinear fractional differential equations and inclusions. Acta. Appl.
Math. 109 (2010), 973–1033.

[3] B.Ahmad, S. K.Ntouyas: Some existence results for boundary value problems for frac-
tional differential inclusions with non-separated boundary conditions. Electron. J. Qual.
Theory Differ. Equ. (electronic only) 2010 (2010), Paper no. 71, 17 pages.

[4] B.Ahmad: Existence of solutions for irregular boundary value problems of nonlinear
fractional differential equations. Appl. Math. Lett. 23 (2010), 390–394.

[5] B.Ahmad, S.K.Ntouyas, A.Assolami: Caputo type fractional differential equations
with nonlocal Riemann-Liouville integral boundary conditions. J. Appl. Math. Com-
put. 41 (2013), 339–350.

[6] B.Ahmad, A.Alsaedi, B. S. Alghamdi: Analytic approximation of solutions of the forced
Duffing equation with integral boundary conditions. Nonlinear Anal., Real World Appl.
9 (2008), 1727–1740.

[7] B.Ahmad, J. J. Nieto: Existence of solutions for nonlocal boundary value problems of
higher-order nonlinear fractional differential equations. Abstr. Appl. Anal. 2009 (2009),
ID 494720, 9 pages.

[8] B.Ahmad, J. J. Nieto: Existence results for nonlinear boundary value problems of frac-
tional integrodifferential equations with integral boundary conditions. Bound. Value
Probl. 2009, ID 708576, 11 pages.

[9] B.Ahmad, J. J. Nieto: Existence results for a coupled system of nonlinear fractional
differential equations with three-point boundary conditions. Comput. Math. Appl. 58
(2009), 1838–1843.

[10] B.Ahmad, S. Sivasundaram: On four-point nonlocal boundary value problems of nonlin-
ear integro-differential equations of fractional order. Appl. Math. Comput. 217 (2010),
480–487.

[11] Z.Bai: On positive solutions of a nonlocal fractional boundary value problem. Nonlinear
Anal., Theory Methods Appl., Ser. A, Theory Methods 72 (2010), 916–924.

[12] K.Balachandran, J. J. Trujillo: The nonlocal Cauchy problem for nonlinear fractional
integrodifferential equations in Banach spaces. Nonlinear Anal., Theory Methods Appl.,
Ser. A, Theory Methods 72 (2010), 4587–4593.

[13] A.Bressan, G. Colombo: Extensions and selections of maps with decomposable values.
Stud. Math. 90 (1988), 69–86.

[14] A.Boucherif: Second-order boundary value problems with integral boundary conditions.
Nonlinear Anal., Theory Methods Appl. 70 (2009), 364–371.

[15] C.Castaing, M.Valadier: Convex Analysis and Measurable Multifunctions. Lecture
Notes in Mathematics 580, Springer, Berlin, 1977.

[16] H.Covitz, S. B.Nadler Jr.: Multivalued contraction mappings in generalized metric
spaces. Isr. J. Math. 8 (1970), 5–11.

[17] K.Deimling: Multivalued Differential Equations. De Gruyter Studies in Nonlinear
Analysis and Applications 1, Walter de Gruyter, Berlin, 1992.

[18] A.Granas, J. Dugundji: Fixed Point Theory. Springer Monographs in Mathematics,
Springer, New York, 2003.

[19] S.Hu, N. S. Papageorgiou: Handbook of Multivalued Analysis. Volume I: Theory. Math-
ematics and its Applications 419, Kluwer Academic Publishers, Dordrecht, 1997.

464



[20] M.Kisielewicz: Differential Inclusions and Optimal Control. Mathematics and Its App-
plications, East European Series 44, Kluwer Academic Publishers, Dordrecht; PWN-
Polish Scientific Publishers, Warszawa, 1991.

[21] A.A.Kilbas, H.M. Srivastava, J. J. Trujillo: Theory and Applications of Fractional Dif-
ferential Equations. North-Holland Mathematics Studies 204, Elsevier, Amsterdam,
2006.

[22] A.Lasota, Z. Opial: An application of the Kakutani-Ky Fan theorem in the theory of
ordinary differential equations. Bull. Acad. Pol. Sci., Sér. Sci. Math. Astron. Phys. 13
(1965), 781–786.

[23] I. Podlubny: Fractional Differential Equations. An introduction to fractional derivatives,
fractional differential equations, to methods of their solution and some of their applica-
tions. Mathematics in Science and Engineering 198, Academic Press, San Diego, 1999.

[24] J. Sabatier, O. P.Agrawal, J. A.Machado (eds.): Advances in Fractional Calculus. Theo-
retical Developments and Applications in Physics and Engineering, Springer, Dordrecht,
2007.

[25] S.G. Samko, A.A.Kilbas, O. I.Marichev: Fractional Integrals and Derivatives: Theory
and Applications. Transl. from the Russian. Gordon and Breach, New York, 1993.

Authors’ addresses: Bashir Ahmad, Department of Mathematics, Faculty of Science,
King Abdulaziz University, P.O. Box 80203, Jeddah 21589, Saudi Arabia, e-mail: bahmad@
kau.edu.sa; Sotiris Ntouyas, Department of Mathematics, University of Ioannina, 451 10
Ioannina, Greece, e-mail: sntouyas@uoi.gr.

465


		webmaster@dml.cz
	2020-07-01T18:46:33+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




