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KYB ERNET IK A — VO LUME 5 0 ( 2 0 1 4 ) , NUMBER 4 , PAGES 5 8 0 – 5 9 5

NON-FRAGILE SAMPLED DATA H∞ FILTERING OF
GENERAL CONTINUOUS MARKOV JUMP LINEAR
SYSTEMS

Mouquan Shen, Guangming Zhang, Yuhao Yuan and Lei Mei

This paper is concerned with the non-fragile sampled data H∞ filtering problem for contin-
uous Markov jump linear system with partly known transition probabilities (TPs). The filter
gain is assumed to have additive variations and TPs are assumed to be known, uncertain with
known bounds and completely unknown. The aim is to design a non-fragile H∞ filter to ensure
both the robust stochastic stability and a prescribed level of H∞ performance for the filtering
error dynamics. Sufficient conditions for the existence of such a filter are established in terms
of linear matrix inequalities (LMIs). An example is provided to demonstrate the effectiveness
of the proposed approach.
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1. INTRODUCTION

Markov jump linear systems (MJLSs), whose state space consists of a continuous part,
the kinematics, and a discrete part, the mode which determines the dynamics in place,
are suitable to model dynamical systems with variable structures caused by random
failures or repairs, modification of the operating components, changes in the intercon-
nections of subsystems, sudden environment changes, etc. During the past decades,
many issues on MJLSs such as stability and stabilization, H∞ control and filtering,
optimal tracking, have been well investigated [6, 8, 9, 14, 16] and the references therein.

On the other hand, in most of the digital implemented filtering and control schemes,
the measurements are obtained at discrete sample points rather than continuously.
Therefore, much attention has been given to study how a continuous-time system can
be controlled using measurements obtained only at discrete sample points [3, 4, 12]. For
stochastic systems with Markov switching under sampled measurements, very few results
are available in the literature [5, 15]. Specially, sufficient conditions for stochastic sta-
bility or exponential mean square stability of sampled-data systems with Markov jump
parameters are established in [5]. Based on the LMI technique, the H∞ filtering prob-
lem of MJLSs under sampled measurements are discussed in [15]. Note that the above
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mentioned works on the control or filtering problem of MJLSs are based on an implicit
assumption that the controller or filter should be implemented exactly. However, in
practice, controllers or filters do have a certain degree of errors due to finite word length
in any digital systems, the imprecision inherent in analog systems and additional tuning
of parameters in the final controller implementation. Therefore, a significant issue is
how to design a filter or controller for a given plant such that the filter or controller
is insensitive to some amount of errors with respect to its gain, i. e., the designed filter
or controller is resilient or non-fragile [2, 7, 11, 17]. On the other hand, for controller
or filter design for MJLSs, an important assumption is made that TPs are completely
known. In fact, not all the probabilities of the jumps are easy to be measured, and even
part of the elements in the desired transition rate matrix is not available. Therefore,
it is necessary to study more general MJLSs with partly known TPs [10], namely, TPs
are allowed to be known, unknown with known lower and upper bounds and completely
unknown. So far, the non-fragile H∞ filtering problem for continuous MJLSs with partly
known TPs under sampled measurements has not yet been fully investigated, which is
the motivation of this study.

The non-fragile sampled data H∞ filtering problem for continuous MJLSs with partly
known TPs is investigated in this paper. The filter gain has additive variations and
partly known TPs cover the cases that some elements are known, some are uncertain
with known lower and upper bounds and some are completely unknown. Attention is
focused on designing a non-fragile filter to ensure both the robust stochastic stability and
a prescribed level of H∞ performance for the filtering error dynamics. Combing the TP
matrix property with the parameter dependent Lyapunov function approach, sufficient
conditions for designing the non-fragile H∞ filter are established in terms of linear
matrix inequalities (LMIs). An example is provided to demonstrate the effectiveness of
the proposed approach.

Notation: Throughout this paper, MT represents the transpose of matrix M . The
notation X ≤ Y (X < Y ) where X and Y are symmetric matrices, means that X − Y
is negative semi-definite (negative definite), respectively. I and 0 represent identity
matrix and zero matrix, respectively. L2 denotes the space of square integrable vector
functions of a given dimension over [0,∞), with norm ||x||2 =

{∫∞
0
x(t)Tx(t) dt

} 1
2 .

|| ||L2 stands for L2[0 ∞) norm over [0 ∞) and || ||E2 represents the norm in the space
L2((Ω, F, P ), [0 ∞)), ∗ denotes the entries of matrices implied by symmetry. Matrices,
if not explicitly stated, are assumed to have appropriate dimensions. Finally, the symbol
He(X) is used to represent (X +XT ) and E{∆} denotes the expectation operator with
respect to some probability measure P;.

2. SYSTEM DESCRIPTION

Consider the following continuous-time MJLSs with sample data measurement
ẋ(t) =A1(r(t))x(t) +B1(r(t))w(t), (t 6= kh)

x(kh) =A2(r(t))x(kh−) +B2(r(t))η(kh), (k = 0, 1, 2, . . .)
z(t) =L(r(t))x(t)

(1)
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where x(t) is the state vector, w(t) is the disturbance input which belongs to L2[0 ∞)
and the z(t) is the controlled output. The stochastic process {r(t)}, t ≥ 0 is a continuous
time, discrete-state homogenous Markov process, which takes values in a finite set I ,
{1, . . . , N} and has the following mode TPs.

Pr{r(t+ dt) = j|r(t) = i}

=
{
πijdt+ o (dt) i 6= j
1 + πiidt+ o (dt) i = j

(2)

where dt > 0, limdt→0
o(dt)
dt = 0. πij is the jump rate from mode i to mode j that

satisfies the following relations:
πij ≥ 0 ∀i 6= j ∈ I

N∑
j=1,i 6=j

πij = −πii i = (1, . . . , N). (3)

Additionally, the TPs of the jumping process {r(k), k ≥ 0} in this paper are assumed
to be partly unknown, namely, some uncertain elements have known lower and upper
bounds, or some have no information available. For instance, for system (1) with four
operation modes, the TP matrix may be as:

π11 ? π13 ?
? π22 ? π24

α ? π33 ?
? ? β ?

 (4)

where “?” represents the unknown elements with no bounds information available and
α, β represent the unknown elements with known lower and upper bounds (α ≤ α ≤ ᾱ
and β ≤ β ≤ β̄). For the above example, the information of the elements in the TP
matrix is composed of the following three sets.

Ri
k

∆= {j : πij is known},

Ri
uk1

∆= {j : the bounds of πij is known}, (5)

Ri
uk2

∆= {j : there is no information for πij}.

Therefore, ∀i ∈ I, we have Ii = Ri
k ∪Ri

uk1 ∪Ri
uk2. The partly known TPs are further

given as

Ii
k = Ri

k ∪Ri
uk1, (6)

Ii
uk = Ri

uk2. (7)

Now suppose we have

y(kh) = C(r(t))x(kh) +D(r(t))η(kh) (8)

where y(kh) is the sampled measurements, η(kh) is the discrete measurement noise
which belongs to L2[0 ∞), C(r(t)) and D(r(t)) are known constant matrices.
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In this paper, the following mode-dependent full-order non-fragile filter is employed
to estimate z(t)

ẋf (t) =(Af (r(t)) +4Af (r(t)))x(t)

xf (kh) =(Bf (r(t)) +4Bf (r(t)))xf (kh−) + (Cf (r(t)) +4Cf (r(t)))y(kh)
zf (t) =(Lf (r(t)) +4Lf (r(t)))xf (t)

(9)

where xf (t) and zf (t) are the state and output of the filter, respectively. Af (r(t)),
Bf (r(t)), Cf (r(t)) ∈ Rn×q and Lf (r(t)) are filter parameters to be determined. 4Af (r(t)),
4Bf (r(t)), 4Cf (r(t)) and 4Lf (r(t)) are uncertainties defined as:

4Af (r(t)) = HAf (r(t))4Af (r(t))EAf (r(t))

4Bf (r(t)) = HBf (r(t))4Bf (r(t))EBf (r(t))

4Cf (r(t)) = HCf (r(t))4Cf (r(t))ECf (r(t))

4Lf (r(t)) = HLf (r(t))4Lf (r(t))ELf (r(t))

(10)

where Hβ(r(t)), Eβ(r(t)) (β = A,B,C, L) constant matrices with appropriate dimensions
and 4β(r(t)) are uncertain matrices bounded such as 4T

β(r(t))4β(r(t)) ≤ I.
For simplicity, we denote the matrices associated with r(t) = i by A1(r(t)) = A1i,

B1(r(t)) = B1i, A2(r(t)) = A2i, B2(r(t)) = B2i, C(r(t)) = Ci, D(r(t)) = Di, Af (r(t)) =
Afi Bf (r(t)) = Bfi, Cf (r(t)) = Cfi, Lf (r(t)) = Lfi, 4Af (r(t)) = HAfi

4Afi
EAfi

,
4Bf (r(t)) = HBfi

4Bfi
EBfi

,4Cf (r(t)) = HCfi
4Cfi

ECfi
,4Lf (r(t)) = HLfi

4Lfi
ELfi

.
Defining the augmented state vector ζ(t) = [xT (t) xT

f (t)]T and e(t) = z(t) − zf (t),
the following filtering error system is obtained.

ζ̇(t) = Â1iζ(t) + B̄iw(t)

ζ(kh) = Â2iζ(kh−) + B̂2iη(kh)

e(t) = L̂iζ(t)

(11)

where

Â1i = Ā1i +HĀ1i
∆Ā1i

EĀ1i
, Â2i = Ā2i +HĀ2i

∆Ā2i
EĀ2i

,

B̂2i = B̄2i +HB̄2i
∆B̄2i

EB̄2i
, L̂i = L̄i +HLi∆LiELi

and

Ā1i =
[
Ai 0
0 Afi

]
,HĀ1i

=
[

0
HAfi

]
,∆Ā1i

= ∆Afi
, EĀ1i

=
[
0 EAfi

]
,∆B̄2i

= ∆Cfi

Ā2i =
[
A2i 0
CfiCi Bfi

]
,HĀ2i

=
[

0 0
HCfi

HBfi

]
,∆Ā2i

=
[
∆Cfi

0
0 ∆Bfi

]
, EB̄2i

= ECfi
Di

EĀ2i
=
[
ECfi

Ci 0
0 EBfi

]
, B̄i =

[
B1i

0

]
,HB̄2i

=
[

0
HCfi

]
, L̄i =

[
LT

i

−LT
fi

]T

,

HL̄i
= −HLfi

,∆L̄fi
= ∆Lfi

, EL̄fi
=
[
0 ECfi

]
, B̄2i =

[
B2i

CfiDi

]
Before formulating the considered problem, the following notations are needed.
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Definition 1. (Ji and Chizeck [6]) The nominal system (1) with w(t) = 0 and η(kh) = 0
is said to be stochastically stable (SS) if there exists a finite positive constant T (x0, r0),
such that the following holds for any initial conditions (x0, r0):

E
{∫ ∞

0

||x(t)||2 dt|x0, r0

}
< T (x0, r0). (12)

The main purpose of the paper is to design H∞ filter (9) such that the filter error
system (11) is stochastically stable and has a prescribed H∞ noise attenuation level γ,
namely, e(t) satisfies

||e(t)||2 ≤ γ
(
||w(t)||2L2

+ ||η(kh)||2L2

) 1
2 (13)

under zero-initial conditions for non-zero (w(t), η(kh)), where γ > 0 is a given scalar.
In order to get the main result of this paper, some useful lemmas are introduced

firstly.

Lemma 2.1. (Chang and Yang [2]) From (14), one has (15)[
T +He(MA) ∗
PT −MT +GA He(−G)

]
< 0 (14)

T +He(PA) < 0. (15)

Lemma 2.2. (Cao and Frank [1]) Let V , H, E, Q and 4 be real matrices with appro-
priate dimensions and 4T4 ≤ I. Then, for any scalar ε > 0,

(V +H4E)TQ(V +H4E) ≤ V T (Q−1 − ε−1HHT )−1V + εEET . (16)

Lemma 2.3. (Shi et al. [19]) Let X, Y and F be real matrices with appropriate
dimensions and FTF ≤ I. Then, for any scalar σ > 0

XFY + Y TFTXT ≤ σ−1XXT + σY TY. (17)

3. MAIN RESULTS

In this section, a solution to the filter design problem formulated in the previous
section is established by using a LMI approach.

For later discussion, we denote

πi
k = −

∑
j∈Ii

k,j 6=i

πij , δi
k = −πii −

∑
j∈Ii

k,j 6=i

πij , Pi
k =

∑
j∈Ii

k,j 6=i

πijPj

πi
k = −

∑
j∈Ii

k,j 6=i

πij , δi
k = −πii −

∑
j∈Ii

k,j 6=i

πij , P̄i
k =

∑
j∈Ii

k,j 6=i

π̄ijPj .

The following theorem presents a solution to the non-fragile H∞ filtering problem for
the MJLSs with partly known TPs.
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Theorem 3.1. For a positive scalar γ, the filtering error system (11) is stochastic stable

with the H∞ performance index γ, if there exist matrices Gi =

[
Gi1 Gi2 Gi3

Gi4 Gi2 Gi6

Gi7 0 Gi8

]
, Ni =[

Ni1 Ni2

Ni3 Ni2

]
, Pi =

[
Pi11 Pi12

∗ Pi22

]
, Hi11, Hi12, Hi2, Mi1, Mi3, Mi4, Mi6, Mi7, Mi8, afi, bfi,

cfi, lfi, scalars σi > 0, εi > 0 (i ∈ I) such that the following inequalities are satisfied

For i ∈ Ii
k 

Σk
i11 ∗ ∗ ∗ ∗ ∗ ∗

Σi21 Σi22 ∗ ∗ ∗ ∗
Σi31 0 −σiI ∗ ∗ ∗ ∗
σiΣi41 0 0 −σiI ∗ ∗ ∗
Σi51 0 0 0 −I ∗ ∗
εiΣi61 0 0 0 0 −εiI ∗

0 0 0 0 Σi76 0 −εiI


< 0(l ∈ Ii

uk). (18)

For i ∈ Ii
uk



Σk
i11 ∗ ∗ ∗ ∗ ∗ ∗

Σi21 Σi22 ∗ ∗ ∗ ∗
Σi31 0 −σiI ∗ ∗ ∗ ∗
σiΣi41 0 0 −σiI ∗ ∗ ∗
Σi51 0 0 0 −I ∗ ∗
εiΣi61 0 0 0 0 −εiI ∗

0 0 0 0 Σi76 0 −εiI


< 0

Pl ≤ Pi

(l ∈ Ii
uk) (19)



−Pi ∗ ∗ ∗ ∗ ∗
0 −γ2I ∗ ∗ ∗ ∗

Φi1 Φi2 Φi3 ∗ ∗ ∗
0 0 ΦT

i4 −ξiI ∗ ∗
0 0 ΦT

i5 0 −ξiI ∗
ξiΦi6 0 0 0 0 −ξiI


< 0 (20)

Pi =

[
Pi11 ∗
PT

i12 Pi22

]
> 0 (21)
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where

Σk
i11 =


Σ̄k

i11 ∗ ∗
Σ̄k

i21 Σ̄k
i22 ∗

Σ̄k
i31 Σ̄k

i32 Σ̄k
i33

 , Σi21 =


Λi11 Λi12 Λi13

Λi21 Λi22 Λi23

Λi31 Λi32 Λi33

 ,Σi22 =


Λ̄i11 ∗ ∗
Λ̄i21 Λ̄i22 ∗
Λ̄i31 Λ̄i32 Λ̄i33


Σ̄k

i11 =

He (Mi1Ai) + P̄k
i11 + π̄iiPi11 + δi

kPl11(i ∈ Ii
k)

He (Mi1Ai) + P̄k
i11 + πi

kPi11(i ∈ Ii
uk)

Σ̄k
i21 =

Mi4Ai + aT
fi + (P̄k

i12)
T + π̄iiP

T
i12 + δi

kP
T
l12(i ∈ Ii

k)

Mi4Ai + aT
fi + (P̄k

i12)
T + πi

kP
T
i12(i ∈ Ii

uk)

Σ̄k
i22 =

He(afi) + P̄k
i22 + π̄iiPi22 + δi

kPl22(i ∈ Ii
k)

He(afi) + P̄k
i22 + πi

kPi22(i ∈ Ii
uk)

,

Σ̄k
i31 = Mi7Ai +Mi1B1i, Σ̄k

i32 = (Mi4B1i)
T
, Σ̄k

i33 = He (Mi7B1i)− γ2I,

Λi11 = Pi11 −MT
i1 +Gi1Ai,Λi12 = Pi12 −MT

i4 + afi, Λi13 = −MT
i7 +Gi1B1i

Λi21 = PT
i12 −GT

i2 +Gi4Ai, Λi22 = Pi22 −GT
i2 + afi,Λi23 = Gi4Bi,

Λi31 = HT
i11 −MT

i3 +Gi7Ai,Λi32 = HT
i12 −MT

i6, Λi33 = HT
i2 −MT

i8 +Gi7B1i

Λ̄i11 = He(−Gi1), Λ̄i21 = −Gi4 −GT
i2, Λ̄i22 = He(−Gi2), Λ̄i31 = −Gi7 −GT

i3,

Λ̄i32 = −GT
i6, Λ̄i33 = He(−Gi8),Σi31 =

[
(Pi12HAfi

)T (Pi22HAfi
)T 0

]
,

Σi41 =
[
0 EAfi

0
]
,Σi51 =

[
Li −Lfi 0

]
,Σi61 = εi

[
0 ELfi

0
]
,Σi76 = −HT

Lfi

Φi1 =

[
Ni1A2i + cfiCi bfi

Ni3A2i + cfiCi bfi

]
,Φi2 =

[
Ni1B2i + cfiDi

Ni3B2i + cfiDi

]
,Φi5 =

[
Ni2HCfi

Ni2HCfi

]

Φi4 =

[
Ni2HCfi

Ni2HBfi

Ni2HCfi
Ni2HBfi

]
,Φi3 =

[
He(−Ni1) + Pi11 ∗
−Ni3 −NT

i2 + PT
i12 He(−Ni2) + Pi22

]

Φi6 =

[
EĀ2i

0 0

0 EB̄2i
0

]
.

Moreover, the desired H∞ filter is given in the form of (9) with parameters as follows:

Afi = G−1
i2 afi, Bfi = N−1

i2 bfi, Cfi = N−1
i2 cfi, Lfi = lfi. (22)

Consider the following Lyapunov function:

V (ζ(t), i) = ζ(t)TPiζ(t). (23)
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Then,

E
(
V̇ (ζ(t), i)

)
= ζ̇(t)TPiζ(t) + ζ(t)TPiζ̇(t) + ζ(t)T

N∑
j=1

πijPjζ(t). (24)

Moreover

E
(
V̇ (ζ(t), i) + eT (t)e(t)− γ2wT (t)w(t)

)
=(Â1iζ(t) + B̂iw(t))TPiζ(t) + ζ(t)TPi(Âiζ(t) + B̂iw(t))

+ζ(t)T
N∑

j=1

πijPjζ(t) + (L̂iζ(t))T (L̂iζ(t))− γ2wT (t)w(t). (25)

Taking ξ(t) =
[
ζ(t)T w(t)T

]T , then (25) is rewritten as

E
(
V̇ (ζ(t), i) + eT (t)e(t)− γ2wT (t)w(t)

)
= ξT (t)

He
([

Pi Hi1

0 Hi2

][
Â1i B̄i

0 0

])
+

 N∑
j=1

πijPj 0

0 −γ2I

+

[
L̂T

i

0

][
L̂T

i

0

]T
 ξ(t)

= ξT (t)
{
He (Pi (Ai+HAi4AiEAi))+Ξi+(Ci+HCi4CiECi)

T (Ci+HCi4CiECi)
}
ξ(t)

(26)

where

Pi =

[
Pi Hi1

0 Hi2

]
,Ai =

[
Ā1i B̄i

0 0

]
,Ξi =

 N∑
j=1

πijPj 0

0 −γ2I

 ,HAi
=

[
HĀ1i

0

]
,

4Ai
= 4Āi

, EAi
=
[
EĀi

0
]
,Li =

[
L̄i 0

]
,HLi

= HD̄i
,

4Li =
[
4L̄i

0
]
, ELi =

[
EC̄i

0
]
.

Therefore, the condition for E
(
V̇ (ζ(t), i) + eT (t)e(t)− γ2wT (t)w(t)

)
< 0 can be tested

by the following inequality

Πi = He (Pi (Ai +HAi4AiEAi)) + Ξi + (Ci +HCi4CiECi)
T (Ci +HCi4CiECi) < 0

(27)
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By Lemma 2.3 and Lemma 2.2,

Πi ≤He(PiAi) + Ξi + σ−1
i PiHAi(PiHAi)

T + σiE
T
Ai
EAi

+C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci
. (28)

The condition for E
(
V̇ (ζ(t), i) + eT (t)e(t)− γ2wT (t)w(t)

)
< 0 is further converted to

He(PiAi) + Ξi + σ−1
i PiHAi(PiHAi)

T + σiE
T
Ai
EAi

+C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci
≤ 0. (29)

Because the TPs are partly known, Ξi is further rewritten as

Ξi = Ξk
i + πiiΞi

i +
∑

l∈Ii
uk

πilΞuk
i (30)

where

Ξk
i =

 ∑
j∈Ii

k,j 6=i

πijPj ∗

0 −γ2I

 ,Ξi
i =

[
Pi 0
0 0

]
,Ξuk

i =
[
Pl 0
0 0

]
. (31)

Recalling the fact that πii ≤ 0, two cases given below are considered.

Case I, i ∈ Ii
k, that is, πii is known.

From πii +
∑

j∈Ii
k,j 6=i πij +

∑
l∈Ii

uk,l 6=i πil = 0, one has θ =
P

l∈Ii
uk

,l 6=i
πil

−πii−
P

j∈Ii
k

,j 6=i
πij

= 1. By

taking 1 = θ into (29), it is equivalent to

He(PiAi) + Ξi + σ−1
i PiHAi(PiHAi)

T + σiEAiE
T
Ai

+ C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci

=θ(He(PiAi) + Ξk
i + πiiΞi

i +
∑

l∈Ii
uk

πilΞuk
i + σ−1

i PiHAi(PiHAi)
T + σiEAiE

T
Ai

+C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci

)

=

∑
l∈Ii

uk,l6=i

πil

−πii−
∑

j∈Ii
k,j6=i

πij
(He(PiAi)+Ξk

i +πiiΞi
i+(−πii−

∑
j∈Ii

k,j 6=i

πij)Ξuk
i +σ−1

i PiHAi(PiHAi)
T

+σiEAiE
T
Ai

+ C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci

). (32)
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By Lemma 2.1, (29) holds if the following inequality is establised[
Υi ∗

Pi −MT
i + GiAi He(−Gi)

]
< 0 (33)

where

Υi =He(MiAi) + Ξk
i + πiiΞi

i+(−πii −
∑
j∈Ii

k

πij)Ξuk
i + σ−1

i PiHAi(PiHAi)
T

+σiE
T
Ai
EAi + C T

i (I − ε−1
i HCiH

T
Ci

)−1Ci + εiECiE
T
Ci
.

By Schur complement, one has

ψ ∗ ∗ ∗ ∗ ∗ ∗
PT

i −MT
i + GiAi He(−Gi) ∗ ∗ ∗ ∗ ∗

(PiHAi
)T 0 −σiI ∗ ∗ ∗ ∗

σiEAi 0 0 −σiI ∗ ∗ ∗
Ci 0 0 0 −I ∗ ∗

εiE
T
Ci

0 0 0 0 −εiI ∗
0 0 0 0 0 HT

Ci
−εiI


< 0 (34)

where

ψ = He(MiAi) + Ξk
i + πiiΞi

i+(−πii −
∑
j∈Ii

k

πij)Ξuk
i .

Case II, i ∈ Ii
uk, that is, πii is completely unknown.

Considering πii = −
∑

j∈Ii
k
πij −

∑
j∈Ii

uk
πij , then (29) is rewritten as

He(PiAi)+Ξi+σ−1
i PiHAi(PiHAi)

T +σiEAiE
T
Ai

+ C T
i (I−ε−1

i HCiH
T
Ci

)−1Ci+εiECiE
T
Ci

=He(PiAi) + Ξk
i −

∑
j∈Ii

k,j 6=i

πijΞi
i + σ−1

i PiHAi(PiHAi)
T + σiEAiE

T
Ai

+C T
i (I − ε−1

i HCiH
T
Ci

)−1Ci + εiECiE
T
Ci

+
∑

l∈Ii
uk

πil(Ξuk
i − Ξi

i). (35)

Taking the similar lines as case I, (29) holds if the following inequalities are satisfied
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He(MiAi) + Ξk
i −

∑
j∈Ii

k,j 6=i

πijΞi
i ∗ ∗ ∗ ∗ ∗ ∗

Pi −MT
i + GiAi He(−Gi) ∗ ∗ ∗ ∗ ∗

(PiHAi
)T 0 −σiI ∗ ∗ ∗ ∗

σiE
T
Ai

0 0 −σiI ∗ ∗ ∗
Ci 0 0 0 −I ∗ ∗

εiE
T
Ci

0 0 0 0 −εiI ∗
0 0 0 0 0 HT

Ci
−εiI


< 0

Pl =

[
Pl11 Pl12

∗ Pl22

]
≤ Pi =

[
Pi11 Pi12

∗ Pi22

]
.

(36)

By taking Pi, Pi, Mi and Gi as the following structure,

Pi =

[
Pi11 Pi12

∗ Pi22

]
> 0,Pi =


Pi11 Pi12 Hi11

∗ Pi22 Hi12

0 0 Hi2



Mi =


Mi1 Gi2 Mi3

Mi4 Gi2 Mi6

Mi7 0 Mi8

 ,Gi =


Gi1 Gi2 Gi3

Gi4 Gi2 Gi6

Gi7 0 Gi8

 . (37)

From (37), we obtain (18) and (19) with afi = Gi2Afi
, bfi = Gi2Bfi

, cfi = Cfi
,

dfi = Dfi . Then we get

E
{
V̇ (ζ(t), i) + eT (t)e(t)− γ2wT (t)w(t)

}
< 0. (38)

Integrating both sides of (38) from kh to t (t ∈ [ih (i+ 1)h)), it follows

E
{∫ t

kh

(
eT (s)e(s)− γ2w(s)w(s)

)
ds
}
< E {V (ζ(kh), i)} . (39)

On the other hand, applying the Schur complement to (20) and considering the second
equation in (1), we get

−γ2ηT (kh)η(kh) ≤ E
{
V (ζ(kh−), i)

}
− E {V (ζ(kh), i)} . (40)

Noting the zero initial conditions and combing (39) and (40), for all kh ∈ [0, t], the
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following formulation is obtained.

E
{∫ t

0

eT (s)e(s) ds− γ2

∫ t

0

w(s)w(s) ds
}
− γ2

∑
kh∈(0,t)

ηT (kh)η(kh) < 0 (41)

which implies ||e(t)||E2 ≤ γ (||w(t)||L2 + ||η(kh)||L2)
1
2 .

Remark 3.2. According to Theorem 3.1, if the filter variations satisfy the assumption,
the designed filter can guarantee the stochastical stability of the filtering error system
and the prescribed H∞ performance level. In this case, the solution is easy to work
out. The reason is that the conditions proposed in Theorem 1 are expressed in terms
of linear matrix inequalities (LMIs), which can be effectively solved by Matlab LMI
toolbox, although there are several scalars and matrices to be determined.

Remark 3.3. It is noted that the conditions in Theorem 3.1 are in the framework of
LMIs in (Pi, Hi11, Hi12, Hi2, Mi1, Mi3, Mi4, Mi6, Mi7, Mi8, Gi, Ni, afi, bfi, cfi, dfi,
scalars σi > 0, εi > 0 and γ2), hence, a minimum γ2 using convex optimization algo-
rithms to obtain the minimum noise-attention level bound can be obtained. Then, the
problem of optimal non-fragileH∞ filter design is converted to the following optimization
problem:

min
Pi,Hi11,Hi12,Hi2,Mi1,Mi3,Mi4,Mi6,Mi7,Mi8,Gi,Ni,afi,bfi,cfi,dfi,σi,εi

s.t. (18)−− (21)

δ (42)

where γ2 is replaced with δ. The minimum noise-attention level bound is given by
γ =

√
δ∗, where δ∗ is the optimal value of δ. Meanwhile, the optimal filter parameters

are given by (22).

4. NUMERICAL EXAMPLE

In this section, a numerical example is given to show the effectiveness of the proposed
method given in Theorem 3.1.

Consider the MJLS (1) with four operating modes described by

A11 =
[
−0.5 0.25
0.2 −0.5

]
, A12 =

[
−0.4 −0.2
−0.7 −0.8

]
, A13 =

[
−0.4 0.2
−0.2 −0.5

]
, A14 =

[
0 0.2

−0.2 −0.5

]
,

A21 =
[
0.15 0
0 0.15

]
, A22 =

[
0.12 0
0 0.12

]
, A23 =

[
0.1 0
0 0.1

]
, A24 =

[
0.11 0
0 0.11

]
,

B11 =
[
0 0.5

]T
, B12 =

[
0 0.3

]T
, B13 =

[
−0.2 −0.5

]T
, B14 =

[
0.6 −0.3

]T
,

B21 =
[
0.2 0.2

]T
, B22 =

[
0.3 0.3

]T
, B23 =

[
0.4 0.4

]T
, B24 =

[
0.25 0.25

]T
,

L1 =
[
0.1 0.2

]
, L2 =

[
0.1 0.5

]
, L3 =

[
0.2 0

]
, L4 =

[
−0.8 −0.2

]
,
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C1 =
[
0.1 −0.1

]
, C2 =

[
0.1 −0.4

]
, C3 =

[
0.1 0

]
, C4 =

[
0.1 0.3

]
,

HAf1 = HAf2 = HAf3 = HAf4 = HBf1 = HBf2 = HBf3 = HBf4 =
[
−0.2 0.3

]T
,

EAf1 = EAf2 = EAf3 = EAf4 = EBf1 = EBf2 = EBf3 = HBf4 =
[
−0.2 0.3

]T
,

HCf1 = HCf2 = HCf3 = HCf4 =
[
0.3 −0.3

]T
, ECf1 = ECf2 = ECf3 = ECf4 = 0.1,

HLf1 = HLf2 = HLf3 = HLf4 = 0.1, ELf1 = ELf2 = ELf3 = ELf4 = 0.5.
D1 = D2 = D3 = D4 = 0.1.

Our purpose here is to design a mode-dependent full-order non-fragile H∞ filter in the
form of (9) such that the resulting filtering error system (11) is stochastic stable and has
a guaranteed H∞ performance. The partly known transition matrix is given as follows.

−1.4 0.2 ? ?
? ? 0.3 0.3

0.2 ? −0.8 ?
? ? ? −0.8

 (43)

By solving the optimal problem (42), the minimum H∞ performance index γ = 1.6287
is obtained, that is, when the filter has gain variations, the H∞ performance γ = 1.6287
is always guaranteed for any uncertainties satisfying 4T

β(r(t))4β(r(t)) ≤ I. Moreover, the
filter parameters are given as follows

Af1 =
[
−0.5591 0.4964
0.3005 −1.7639

]
Bf1 =

[
0.0266 0.0167
0.0291 0.0161

]
Cf1 =

[
−0.6369
0.6297

]
Af2 =

[
−0.4722 0.7967
−0.6076 −1.9095

]
Bf2 =

[
0.0333 0.0211
0.0145 0.0067

]T

Cf2 =
[
−0.1834
0.1851

]
Af3 =

[
−0.4997 0.6202
0.1246 −2.0370

]
Bf3 =

[
−0.0159 −0.0218
0.0018 −0.0195

]
Cf3 =

[
−1.7840
−0.5655

]
Af4 =

[
−1.0193 0.6845
1.0055 −1.2341

]
Bf4 =

[
0.0086 0.0162
−0.0106 −0.0058

]
Cf4 =

[
0.0295
−0.4615

]
Lf1 =

[
−0.1083 −0.1892

]
Lf2 =

[
0.1707 0.1043

]
Lf3 =

[
−0.1059 −0.1871

]
Lf4 =

[
−0.1060 −0.1887

]
.

Based on the obtained filter parameters, with one possible system mode (Figure 1),
the simulation curves of the filter error (||e(t)||2) and disturbances

(d(t) =
(
||w(t)||2L2

+ ||η(kh)||2L2

) 1
2 ) are given in Figure 2, under the initial condition

x(0) = xf (0) =
[
0 0

]T .

According to Figure 2, it is shown that the H∞ norm is indeed lower than γ.
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Fig. 1. One possible system mode.
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Fig. 2. Curves of ||e(t)||2 and γ||d(t)||2.

5. CONCLUSION

The non-fragile sampled data H∞ filtering problem for continuous MJLSs with partly
known TPs is discussed in this paper. The filter gain to be designed is assumed to have
additive gain variations and the TPs are assumed to be known, uncertain with known
bounds and completely unknown. By using the parameter dependent Lyapunov function
approach, sufficient conditions for the desired filter design are established in terms of
solutions to a set of LMIs, which guarantees the filtering error system to be stochastic
stable and has a prescribed H∞ disturbance attenuation performance. A numerical
example has been given to show the effectiveness of the proposed method.
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