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Abstract. By re-examining the arguments and counterexamples in I. Babuška, A. K. Aziz (1976) concerning the well-known maximum angle condition, we study the convergence behavior of the linear finite element method (FEM) on a family of distorted triangulations of the unit square originally introduced by H.Schwarz in 1880. For a Poisson problem with polynomial solution, we demonstrate arbitrarily slow convergence as well as failure of convergence if the distortion of the triangulations grows sufficiently fast. This seems to be the first formal proof of divergence of the FEM for a standard elliptic problem with smooth solution.
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## 1. Introduction

All existing convergence results for the finite element method (FEM) but in the one-dimensional case are based on some regularity assumptions for the underlying partitions. In two dimensions, these regularity conditions were derived by analyzing the energy norm error of the local polynomial interpolation operator. The most widely known sufficient condition, the maximum angle condition, goes back to Babuška and Aziz [2], and Jamet [6]. The fact that the maximum angle condition is not necessary for the convergence of the FEM was demonstrated in [5]. For approaches to proving FEM convergence and error estimates for certain classes of anisotropic partitions based on other local interpolation operators, see [1]. We also note that in [2], Section 3, it was shown that the optimal error estimates for smooth
solutions may not hold if the maximum angle condition is violated. Numerical experiments [9] and [4] with the triangulations introduced in [2] suggest that the FEM may not even converge to the solution if the triangles are too distorted.

However, it seems that despite the relatively long history and importance of the finite element method no formal proof of the FEM failing to converge to the solution of standard elliptic boundary value problems appeared in the literature. It is the aim of this note to close this gap by re-examining the examples and arguments from the Babuška-Aziz paper [2]. For this purpose we consider the particular Poisson problem

$$
\begin{equation*}
-\Delta u(x, y)=1, \quad(x, y) \in \Omega=[0,1]^{2} \tag{1}
\end{equation*}
$$

on the unit square equipped with homogeneous Dirichlet boundary conditions along its vertical sides $x=0,1$, and periodic boundary conditions on its horizontal sides $y=0,1$. Its solution is the quadratic polynomial

$$
\begin{equation*}
u(x, y)=\frac{1}{2} x(1-x), \quad(x, y) \in \Omega . \tag{2}
\end{equation*}
$$

Denote by $V_{n, m} \subset H_{D}^{1}(\Omega)$ the family of linear finite element spaces over triangulations $\mathcal{T}_{n, m}, m \geqslant n$, already used in [2] and probably proposed for the first time in 1880 by Schwarz [10] in his construction of triangulated surfaces with arbitrarily large area inscribed into a cylinder (the so-called Schwarz lantern). Figure 1 shows $\mathcal{T}_{4,8}$, the construction of $\mathcal{T}_{n, m}$ for general $n, m$ is obvious from this example. We consider the best approximation error

$$
\begin{equation*}
E_{n, m}(u):=\inf _{S \in V_{n, m}}\|u-S\|_{H^{1}(\Omega)} \tag{3}
\end{equation*}
$$

for the particular $u$ given by (2) and show that

$$
\begin{equation*}
E_{n, m}(u) \approx \min \left(1, m / n^{2}\right), \quad m \geqslant n, n \rightarrow \infty \tag{4}
\end{equation*}
$$

This implies that the linear FEM with a sequence of FE spaces $V_{n, m}$ does not converge in energy norm to the solution of (1) if the condition $m / n^{2}=o(1)$ is violated. The latter fact was conjectured in [9] and [4] based on numerical experiments.

The paper is organized as follows. In the Section 2, we repeat the arguments of [2] and show that they already imply the non-convergence result under the more restrictive assumption $m / n^{5} \geqslant c_{0}$. In Section 3 our main result (4) is proved in full generality, by directly examining the FE solution of (1) in $V_{n, m}$.


Figure 1. Babuška-Aziz triangulation $\mathcal{T}_{4,8}$.

## 2. Revisiting the Babuška-Aziz argument

To set the scene, we clarify that the energy space $H_{D}^{1}(\Omega)$ is the subspace of all functions $v \in H^{1}(\Omega) 1$-periodic in $y$ such that $v(0, y)=v(1, y)=0$ (in the usual weak sense), and that the linear finite element functions in $V_{n, m}$ are 1-periodic in $y$ and satisfy homogeneous boundary conditions for $x=0$ and $x=1$ as well. By $C$, $c_{0}, c_{1}, \ldots$ we denote positive constants that do not depend on the parameters $n$ and $m$, and the notation $A \approx B$ is used if $c_{0} \leqslant A / B \leqslant c_{1}$ independently of $n$, $m$. Further notation will be explained in the proofs.

We will first show a weaker result following line by line the arguments in [2], Section 3.

Theorem 1. For any sequence of pairs $(n, m)$ such that $m / n^{5} \geqslant c_{0}>0$ as $n \rightarrow \infty$, there is a positive constant $c_{1}>0$ such that

$$
\begin{equation*}
E_{n, m}(u) \geqslant c_{1} \tag{5}
\end{equation*}
$$

where $u$ is given by (2), and $E_{n, m}(u)$ is the error of the best $H^{1}(\Omega)$-approximation w.r.t. $V_{n, m}$.

Proof. Assume on the contrary that $E_{n, m}(u) \rightarrow 0$ for some sequence of pairs ( $n, m$ ) such that $m / n^{5} \geqslant c_{0}$ as $n \rightarrow \infty$. Equivalently, assume that there are linear FE functions $S \in V_{n, m}$ such that

$$
\|u-S\|_{H^{1}(\Omega)}=o(1)
$$

for this sequence of $(n, m)$. Introduce the notation $h=1 / 2 n, k=1 / 2 m$, and

$$
x_{i}=i h, \quad i=0, \ldots, 2 n, \quad y_{j}=j k, \quad j=0, \ldots, 2 m .
$$

Then our assumptions on $(n, m)$ are equivalent to $k=O\left(h^{5}\right)$ and $h \rightarrow 0$. Since $S_{y}:=\partial S / \partial y$ is constant on any triangle $\tau$ in $\mathcal{T}_{n, m}$ and $u_{y}=0$ ( $u$ does not depend on $y$ ), we have

$$
h k\left|S_{y}(x, y)\right|^{2}=\int_{\tau}\left|S_{y}\right|^{2} \leqslant\|u-S\|_{H^{1}(\Omega)}^{2}, \quad(x, y) \in \tau
$$

(note that $S_{y}(x, y)=0$ on the triangles with edges on the vertical Dirichlet boundaries of the square), and thus

$$
\begin{equation*}
h k\left\|S_{y}(x, y)\right\|_{L_{\infty}(\Omega)}^{2}=o(1) \tag{6}
\end{equation*}
$$

Our next goal is to get bounds on the sequence $Z_{i}:=\int_{0}^{1}\left(u\left(x_{i}, y\right)-S\left(x_{i}, y\right)\right) \mathrm{d} y$ and its second-order differences. On the one hand, since $u\left(x_{i}, y\right)-S\left(x_{i}, y\right)=$ $\int_{0}^{x_{i}}\left(u_{x}(x, y)-S_{x}(x, y)\right) \mathrm{d} x$ due to the homogeneous Dirichlet boundary conditions at $x=0$, we see that

$$
\left|Z_{i}\right| \leqslant \int_{0}^{1} \int_{0}^{x_{i}}\left|u_{x}(x, y)-S_{x}(x, y)\right| \mathrm{d} x \mathrm{~d} y \leqslant\|u-S\|_{H^{1}(\Omega)}
$$

Thus, uniformly in $i=1, \ldots, 2 n-1$ we have

$$
\begin{equation*}
\left|Z_{i}\right|=o(1), \quad Z_{0}=Z_{2 n}=0 \tag{7}
\end{equation*}
$$

On the other hand, for estimating the second-order differences $\Delta^{2} Z_{i}=Z_{i-1}-2 Z_{i}+$ $Z_{i+1}, i=1, \ldots, 2 n-1$, we use the fact that

$$
\Delta_{h}^{2} u(x, y)=u(x-h, y)-2 u(x, y)+u(x+h, y)=-h^{2}, \quad x \in[h, 1-h], y \in[0,1]
$$

is constant and negative. Due to the linearity of $S(x, y)$ along the sides of length $2 h$ in $x$-direction of the triangles in $\mathcal{T}_{n, m}$, the second-order differences $\Delta_{h}^{2} S(x, y)$ vanish at their midpoints, i.e.,

$$
\Delta_{h}^{2} S\left(x_{2 i-1}, y_{2 j}\right)=0, \quad i=1, \ldots, n, j=0, \ldots, m
$$

and

$$
\Delta_{h}^{2} S\left(x_{2 i}, y_{2 j-1}\right)=0, \quad i=1, \ldots, n-1, j=1, \ldots, m
$$

Consequently, for each $y \in[0,1]$ and $i=1, \ldots, 2 n-1$, there is a $y_{j}$ such that $\left|y-y_{j}\right| \leqslant k$ and $\Delta_{h}^{2} S\left(x_{i}, y_{j}\right)=0$. This implies the bound

$$
\left|\Delta_{h}^{2} S\left(x_{i}, y\right)\right| \leqslant k\left\|\Delta_{h}^{2} S_{y}\left(x_{i}, y\right)\right\|_{L_{\infty}([0,1])} \leqslant 4 k\left\|S_{y}(x, y)\right\|_{L_{\infty}(\Omega)}
$$

which, together with (6), allows us to estimate the remaining integral in
(8) $\Delta^{2} Z_{i}=\int_{0}^{1}\left(\Delta_{h}^{2} u\left(x_{i}, y\right)-\Delta_{h}^{2} S\left(x_{i}, y\right)\right) \mathrm{d} y=-h^{2}-\int_{0}^{1} \Delta_{h}^{2} S\left(x_{i}, y\right) \mathrm{d} y=:-h^{2}-D_{i}$
by

$$
\left|D_{i}\right| \leqslant 4 k\left\|S_{y}(x, y)\right\|_{L_{\infty}(\Omega)}=o\left(k^{1 / 2} h^{-1 / 2}\right) .
$$

Using the assumption $k=O\left(h^{5}\right)$, this results in

$$
\begin{equation*}
\Delta^{2} Z_{i}=-h^{2}+o\left(k^{1 / 2} h^{-1 / 2}\right)=(-1+o(1)) h^{2} \leqslant-\frac{1}{2} h^{2} \tag{9}
\end{equation*}
$$

for large enough $n$ (small enough $h$ ), uniformly in $i=1, \ldots, 2 n-1$.
To arrive at a contradiction, we invoke the discrete maximum principle for the new sequence

$$
\xi_{i}:=Z_{i}-\frac{1}{4} x_{i}\left(1-x_{i}\right), \quad i=0,1, \ldots, 2 n .
$$

Indeed, $\xi_{0}=\xi_{2 n}=0$, and

$$
\Delta^{2} \xi_{i}=\Delta^{2} Z_{i}+\frac{1}{2} h^{2} \leqslant 0, \quad i=1, \ldots, 2 n-1
$$

for large enough $n$ by (9). Thus, $\xi_{i} \geqslant 0$ and in particular

$$
0 \leqslant \xi_{n}=Z_{n}-\frac{1}{16}=-\frac{1}{16}+o(1)
$$

which is the desired contradiction due to (7).
Remarks. 1) One can only wonder why in [2], Section 3, the same condition $m / n^{5} \geqslant c_{0}>0$ as in Theorem 1 was assumed to establish a weaker result, namely $E_{n, m}(u) \neq O\left(n^{-1}\right), n \rightarrow \infty$.
2) The above non-convergence result can be extended to the range $m \geqslant c_{0} n^{5 / 2}$ or, equivalently, $k=O\left(h^{5 / 2}\right)$ using the following observations: Since $\Delta_{h}^{2} S\left(x_{i}, \cdot\right)$ is a piecewise linear spline on a partition of $[0,1]$ into $2 m=k^{-1}$ intervals $\delta_{j}=$ [( $j-1) k, j k]$, with every second knot value vanishing, we have

$$
\left.\left|D_{i}\right| \leqslant \frac{k^{2}}{2} \sum_{j}\left|\left(\Delta_{h}^{2} S\left(x_{i}, y\right)\right)_{y}\right|_{\delta_{j}} \right\rvert\, \leqslant \frac{k^{2}}{2}\left(I_{i-1}+2 I_{i}+I_{i+1}\right)
$$

where $I_{i}=\sum_{j}\left|S_{y}\left(x_{i}, y\right)\right|_{\delta_{j}} \mid$ can be estimated by

$$
\left|I_{i}\right| \leqslant \sum_{j}\left|\left(S_{y}\right)\right|_{\tau_{i j}} \mid \leqslant k^{-1 / 2}\left(\left.\sum_{j}\left(S_{y}\right)^{2}\right|_{\tau_{i j}}\right)^{1 / 2}, \quad i=1, \ldots, 2 n-1
$$

Here $\tau_{i j}, j=1, \ldots, 2 m$, denote the $2 m$ obtuse triangles along the vertical line $x=x_{i}$. But

$$
\left.\sum_{j}\left(S_{y}\right)^{2}\right|_{\tau_{i j}}=(h k)^{-1} \sum_{j} \int_{\tau_{i j}} S_{y}(x, y)^{2} \mathrm{~d} x \mathrm{~d} y \leqslant(h k)^{-1}\|u-S\|_{H^{1}(\Omega)}^{2},
$$

therefore we get by substitution (note that $I_{0}=I_{2 n}=0$ )

$$
\left|D_{i}\right| \leqslant \frac{4 k^{2}}{2(h k)^{1 / 2} k^{1 / 2}}\|u-S\|_{H^{1}(\Omega)}=o\left(k h^{-1 / 2}\right)
$$

uniformly in $i=1, \ldots, 2 n-1$. By using this replacement of the weaker $o\left(k^{1 / 2} h^{-1 / 2}\right)$ estimate in the above argument, the claimed improvement follows.

## 3. Main Result

Our main result (4) will be obtained by using $E_{n, m}(u) \approx\left\|u-S_{n, m}\right\|_{H^{1}(\Omega)}$, where $S_{n, m}(x, y)$ denotes the Galerkin solution of the problem (1) w.r.t. the FE space $V_{n, m}$.

Theorem 2. We have

$$
\begin{equation*}
\left\|u-S_{n, m}\right\|_{H^{1}(\Omega)} \approx \min \left(1, m / n^{2}\right), \quad m \geqslant n . \tag{10}
\end{equation*}
$$

In particular, the FE Galerkin solutions $S_{n, m}$ converge in energy norm to the solution (2) of (1) if and only if the condition $m / n^{2}=o(1)$ is fulfilled.

Proof. To simplify notation, we set $S=S_{n, m}$ for arbitrarily fixed $m \geqslant n$, and

$$
\kappa=k / h^{2}
$$

(we silently use the same notation as introduced in the proof of Theorem 1 in the previous section). Thus, proving (10) is equivalent to showing

$$
\begin{equation*}
\|u-S\|_{H^{1}(\Omega)} \approx \min \left(1, \kappa^{-1}\right), \quad m \geqslant n . \tag{11}
\end{equation*}
$$

The upper bound in (11) is easy. First of all, the Galerkin projectors are uniformly bounded due to the $H_{D}^{1}(\Omega)$-ellipticity of (1), thus $\|u-S\|_{H^{1}(\Omega)} \leqslant C$, independently of $n$ and $m$. On the other hand, using Cea's lemma and a Taylor expansion argument on each triangle of $\mathcal{T}_{n, m}$ for the nodal interpolation function $I(x, y) \in V_{n, m}$ of the polynomial $u$, we get

$$
\|u-S\|_{H^{1}(\Omega)} \leqslant C\|u-I\|_{H^{1}(\Omega)} \leqslant C h^{2} / k=C \kappa^{-1}
$$

We spare the reader the trivial calculations, we just note that the dominating part in the computation of $\|u-I\|_{H^{1}(\Omega)}^{2}$ is

$$
\left\|(u-I)_{y}\right\|_{L_{2}(\Omega)}^{2}=\left\|I_{y}\right\|_{L_{2}(\Omega)}^{2} \approx h^{4} / k^{2}=\kappa^{-2}
$$

We now focus on proving a matching lower estimate in (11). By the construction of our problem (1) and the spaces $V_{n, m}$, we can use shift-invariance with stepsize $2 k$ in $y$-direction to see that all nodal values of $S(x, y)$ along the lines $x=x_{i}$ must be the same, let us denote them by $s_{i}, i=1, \ldots, 2 n-1$. For convenience, set $s_{0}=s_{2 n}=0$ and $s_{-1}=-s_{1}, s_{2 n+1}=-s_{2 n-1}$. This corresponds to an odd extension of the problem (1) to $\Omega^{\prime}=[-1,1] \times[0,1]$, followed by a 2 -periodic extension in $x$-direction. Since this extended problem and its discretization w.r.t. the analogously extended FE space are invariant under the coordinate transformation $x \rightarrow 1-x$, we also have $s_{2 n-i}=s_{i}, i=-1, \ldots, 2 n+1$.

We first deal with the case $\kappa \geqslant 1$. A simple calculation shows that

$$
\begin{equation*}
\|u-S\|_{H^{1}(\Omega)}^{2} \geqslant\left\|S_{y}\right\|_{L_{2}(\Omega)}^{2}=\frac{1}{k} \sum_{i=1}^{2 n-1}\left(\frac{z_{i}}{2 k}\right)^{2} h k=\frac{1}{4 h^{3} \kappa^{2}}\|z\|_{2}^{2}, \tag{12}
\end{equation*}
$$

where the vector $z$ has the entries $z_{i}=s_{i-1}-2 s_{i}+s_{i+1}, i=1, \ldots, 2 n-1$. Thus, if we establish the inequality

$$
\begin{equation*}
\|z\|_{2}^{2} \geqslant c_{0} h^{3} \tag{13}
\end{equation*}
$$

for some $c_{0}>0$, we arrive at the desired lower estimate for $\|u-S\|_{H^{1}(\Omega)}$ in the case $\kappa \geqslant 1$.

To do this, we have a closer look at the linear system representing the Galerkin discretization of the problem in terms of the nodal values $s_{i}$. Without going into the details, we report the final result of the elementary calculation of the stencils for the stiffness matrix and the right-hand sides:

$$
\begin{array}{r}
\left(k^{-2}-h^{-2}\right) \frac{s_{i-2}+s_{i+2}}{2}-2 k^{-2}\left(s_{i-1}+s_{i+1}\right)+\left(3 k^{-2}+h^{-2}\right) s_{i} \\
=b_{i}:= \begin{cases}\frac{5}{3}, & i=1,2 n-1, \\
2, & 1<i<2 n-1 .\end{cases}
\end{array}
$$

Here, a common scaling factor $h k$ has been discarded. Rewriting this system in terms of the variables $z_{i}$ (note that $z_{0}=z_{2 n}=0$ ), we get

$$
\left(k^{-2}-h^{-2}\right) \frac{z_{i-1}+z_{i+1}}{2}-\left(k^{-2}+h^{-2}\right) z_{i}=b_{i}, \quad i=1, \ldots, 2 n-1,
$$

and multiplying by $-2 k^{2} h^{-2}$, we arrive at

$$
\begin{equation*}
2\left(h^{-2}+\kappa^{2}\right) z_{i}-\left(h^{-2}-\kappa^{2}\right)\left(z_{i-1}+z_{i+1}\right)=-2 \kappa^{2} h^{2} b_{i}, \quad i=1, \ldots, 2 n-1 \tag{14}
\end{equation*}
$$

Now observe that the coefficient matrix $A$ of the Toeplitz system (14) is obviously a positive definite $M$-matrix and can be decomposed as

$$
A=\left(h^{-2}-\kappa^{2}\right) B+4 \kappa^{2} \operatorname{Id}
$$

where Id is the identity matrix and $B$ the well-known tridiagonal Toeplitz matrix with diagonal entries $b_{i i}=2$, and $b_{i i^{\prime}}=-1$ for $\left|i-i^{\prime}\right|=1$, both of size $2 n-1$. Since the spectral decomposition of $B$ is well-known, we can pick a suitable multiple $w$ of the eigenvector corresponding to the smallest eigenvalue

$$
\lambda_{\min }(A)=4 \kappa^{2}+4\left(h^{-2}-\kappa^{2}\right) \sin ^{2}\left(\frac{\pi}{4 n}\right) \leqslant 4\left(\kappa^{2}+C\right)
$$

of $A$, namely, set

$$
w_{i}=-4 \kappa^{2} h^{2} \sin \left(\frac{\pi i}{2 n}\right), \quad i=1, \ldots, 2 n-1
$$

The constant factor $-4 \kappa^{2} h^{2}$ was chosen such that

$$
(A z)_{i}=-2 \kappa^{2} h^{2} b_{i} \leqslant w_{i}=\lambda_{\min }^{-1}(A w)_{i}, \quad i=1, \ldots, 2 n-1
$$

By the $M$-matrix property, $A$ is inverse isotone, i.e., $A x \leqslant A y$ implies $x \leqslant y$ for any two vectors $x, y$. Therefore, we conclude that

$$
z_{i} \leqslant \lambda_{\min }^{-1} w_{i} \leqslant-\frac{\kappa^{2}}{\kappa^{2}+C} h^{2} \sin \left(\frac{\pi i}{2 n}\right), \quad i=1, \ldots, 2 n-1
$$

Thus, we obtain the desired estimate (13).
For the range $\kappa \leqslant 1$, we have to argue in a slightly different way, as the above argument fails to give the desired lower bound $\|u-S\|_{H^{1}(\Omega)} \geqslant c_{1}$, since in the estimate (12) we neglected the term $\left\|(u-S)_{x}\right\|_{L_{2}(\Omega)}^{2}$, which now comes into play. However, instead of examining this term, we return to the original proof idea from [2] outlined in Section 2, and derive a precise estimate for the quantities $D_{i}$ appearing
in the representation (8) of the second-order differences $\Delta^{2} Z_{i}$. It is easy to verify that

$$
\begin{equation*}
D_{i}=\frac{1}{4}\left(s_{i-2}-2 s_{i}+s_{i+2}\right)=\frac{1}{4}\left(z_{i-1}+2 z_{i}+z_{i+1}\right), \quad i=1, \ldots, 2 n-1, \tag{15}
\end{equation*}
$$

just recall that $\Delta_{h}^{2} S\left(x_{i}, \cdot\right)$ is a linear spline with knots at $y_{j}$ for which every second nodal value vanishes, and compute the remaining non-zero nodal values $\Delta_{h}^{2} S\left(x_{2 i-1}, y_{2 j-1}\right)$ and $\Delta_{h}^{2} S\left(x_{2 i}, y_{2 j}\right)$, which again do not depend on $j$. The vector $z$ with the entries $z_{i}$ satisfies (14), $z_{0}=z_{2 n}=0$, and $z_{2 n-i}=z_{i}, i=1, \ldots, 2 n-1$, by the above mentioned properties of the $s_{i}$. From (14), by introducing a new vector $\hat{z}$ with entries $\hat{z}_{i}=z_{i}+h^{2}, i=1, \ldots, 2 n-1$, and recalling that $b_{i}=2$ for $i=2, \ldots, 2 n-2$, we obtain the tridiagonal Toeplitz system

$$
\begin{align*}
& 2 \beta \hat{z}_{1}-\alpha \hat{z}_{2}=1-\frac{1}{3} \kappa^{2} h^{2} \\
& 2 \beta \hat{z}_{i}-\alpha\left(\hat{z}_{i-1}+\hat{z}_{i+1}\right)=0, \quad 1<i<2 n-1,  \tag{16}\\
& 2 \beta \hat{z}_{2 n-1}-\alpha \hat{z}_{2 n-2}=1-\frac{1}{3} \kappa^{2} h^{2}
\end{align*}
$$

where $\alpha=h^{-2}-\kappa^{2}, \beta=h^{-2}+\kappa^{2}$.
The system (16) can be solved explicitly, by observing that the homogeneous equations with $i=2, \ldots, 2 n-2$ in (16) are simultaneously satisfied by the ansatz

$$
\hat{z}_{i}=a \lambda_{1}^{i}+b \lambda_{2}^{i}, \quad i=1, \ldots, 2 n-1
$$

where

$$
\lambda_{1}=\frac{1+\kappa h}{1-\kappa h}, \quad \lambda_{2}=\frac{1-\kappa h}{1+\kappa h}
$$

are the roots of the characteristic polynomial $\alpha \lambda^{2}-2 \beta \lambda+\alpha$ associated with (16). Since $\hat{z}_{2 n-i}=\hat{z}_{i}$ and $\lambda_{2}=\lambda_{1}^{-1}$, the formula for $\hat{z}_{i}$ can be simplified to

$$
\hat{z}_{i}=A\left(\lambda_{1}^{i}+\lambda_{1}^{2 n-i}\right), \quad i=1, \ldots, 2 n-1 .
$$

The free parameter $A$ is determined from the equation for $i=1$ in (16). This calculation gives

$$
A=\frac{1-\frac{1}{3} \kappa^{2} h^{2}}{\alpha\left(1+\lambda_{1}^{2 n}\right)}=\lambda_{1}^{n} \frac{\left(1-\frac{1}{3} \kappa^{2} h^{2}\right) h^{2}}{\left(1-\kappa^{2} h^{2}\right)\left(1+\lambda_{1}^{2 n}\right)} .
$$

After substitution we arrive at

$$
\begin{equation*}
\hat{z}_{i}=\frac{\lambda_{1}^{n-i}+\lambda_{1}^{i-n}}{\lambda_{1}^{n}+\lambda_{1}^{-n}} \frac{1-\frac{1}{3} \kappa^{2} h^{2}}{1-\kappa^{2} h^{2}} h^{2} \geqslant c_{0} h^{2}, \quad i=1, \ldots, 2 n-1, \tag{17}
\end{equation*}
$$

for some $c_{0}>0$, since for $-n \leqslant k \leqslant n$ and $\kappa \leqslant 1$ we have $\kappa^{2} h^{2} \leqslant 1 / 4$ and

$$
0<\lambda_{1}^{-n} \leqslant \lambda_{1}^{k} \leqslant \lambda_{1}^{n}=\left(\frac{1+\kappa / 2 n}{1-\kappa / 2 n}\right)^{n} \leqslant C \mathrm{e}^{\kappa} .
$$

Now we are ready to conclude. Taking into account $z_{i}=\hat{z}_{i}-h^{2}, i=1, \ldots, 2 n-1$, and substituting (15) into (8), we get

$$
\Delta^{2} Z_{i}=-h^{2}-D_{i}=-\frac{1}{4}\left(\hat{z}_{i-1}+2 \hat{z}_{i}+\hat{z}_{i+1}\right) \leqslant-c_{0} h^{2}, \quad i=2, \ldots, 2 n-2
$$

and $\Delta^{2} Z_{1}=\Delta^{2} Z_{2 n-1}=-h^{2}-D_{1}=-\frac{1}{4} h^{2}-\frac{1}{4}\left(2 \hat{z}_{1}+\hat{z}_{2}\right) \leqslant-\frac{1}{4}\left(1+3 c_{0}\right) h^{2}$. This gives the bound in (9) with a slightly different constant under the weaker assumption $\kappa=k h^{-2} \leqslant 1$, all other steps in the non-convergence proof in Theorem 1 remain the same. Since the latter statement is equivalent to proving $\|u-S\|_{H^{1}(\Omega)} \geqslant c_{1}$ for some $c_{1}>0$ and $\kappa \leqslant 1$, this finishes the proof of Theorem 2.

Remarks. 3) The result shows that the family $\left\{\mathcal{T}_{n, m}\right\}_{m \geqslant n}$ proposed by Babuška and Aziz in [2] is in some sense extremal for the problem of optimal error estimates in the linear FEM on arbitrary triangulations. Indeed, for any triangle $\tau$ we have the local estimate

$$
\begin{equation*}
\left|v-I_{\tau} v\right|_{H^{1}(\tau)} \leqslant C R_{\tau}|v|_{H^{2}(\tau)} \leqslant C \frac{h_{\tau}^{2}}{k_{\tau}}|v|_{H^{2}(\tau)}, \quad v \in H^{2}(\tau) \tag{18}
\end{equation*}
$$

for the standard linear FE interpolation operator $I_{\tau}$ interpolating continuous $v$ at the vertices of $\tau$, where $R_{\tau}$ is the radius of the circumscribed circle, $h_{\tau}$ the length of the longest edge, and $k_{\tau}$ the height associated with the longest edge of $\tau$. Note that $R_{\tau} \leqslant h_{\tau}^{2} /\left(2 k_{\tau}\right)$. The last estimate in (18) is well-known (it is usually given in terms of the ratio $h_{\tau}^{2} / \varrho_{\tau}$, where $\varrho_{\tau}$ is the radius of the inscribed circle of $\tau$ ). The sharper first estimate in terms of $R_{\tau}$ can be found in [8], according to [7] it holds with constant $C=1$. Thus, on any triangulation $\mathcal{T}$ and for any solution $u \in H^{2}(\Omega)$ of a $H^{1}(\Omega)$-elliptic boundary value problem, the Galerkin solution $S_{\mathcal{T}}$ in the linear FE space $V_{\mathcal{T}}$ satisfies

$$
\begin{equation*}
\left\|u-S_{\mathcal{T}}\right\|_{H^{1}(\Omega)} \leqslant C \min \left(\|u\|_{H^{1}(\Omega)}, \max _{\tau \in \mathcal{T}} \frac{h_{\tau}^{2}}{k_{\tau}}|u|_{H^{2}(\Omega)}\right) \tag{19}
\end{equation*}
$$

Theorem 2 shows that using this simple mesh characteristics, (19) cannot be improved.
4) The above proof highlights a difference between the uniformly $H^{1}$-stable Galerkin projections $S=S_{n, m}$ and the nodal interpolation projection $I=I_{n, m}$ onto $V_{n, m}$ : While for $\kappa=k / h^{2} \geqslant 1$ we have

$$
E_{n, m}(u) \approx\|u-S\|_{H^{1}(\Omega)} \approx\|u-I\|_{H^{1}(\Omega)} \approx\left\|S_{y}\right\|_{L_{2}(\Omega)} \approx\left\|I_{y}\right\|_{L_{2}(\Omega)} \approx \kappa^{-1}
$$

i.e., the interpolation error correctly represents the Galerkin error in the energy norm (as is normally the case, see [3]), for highly distorted meshes $\mathcal{T}_{n, m}$ with $\kappa \rightarrow 0$ we have

$$
\|u-I\|_{H^{1}(\Omega)} \approx\left\|I_{y}\right\|_{L_{2}(\Omega)} \approx \kappa^{-1} \rightarrow \infty
$$

and

$$
E_{n, m}(u) \approx\|u-S\|_{H^{1}(\Omega)} \approx 1, \quad\left\|S_{y}\right\|_{L_{2}(\Omega)} \approx \kappa \rightarrow 0
$$

5) Slight modifications of the partitions $\mathcal{T}_{n, m}$ can change the situation dramatically. E.g., if one adds vertical lines at $x=x_{2 i}, i=1, \ldots, n-1$, then convergence in energy norm can be established for any sequence ( $n, m$ ) with $m \geqslant n$ and $n \rightarrow \infty$, despite the fact that many obtuse triangles with arbitrarily large ratio $h^{2} / k$ are still left, see also [4]. Thus, the problem of finding necessary and sufficient conditions on a sequence of triangulations ensuring FEM convergence remains still open.
6) Extensions of our results to Galerkin discretizations with higher-order Lagrange elements on $\mathcal{T}_{n, m}$ and other types of boundary conditions should be possible, we decided not to pursue them. If the degree of the Lagrange elements is $p$, nonconvergence in the energy norm is expected if the condition $m / n^{p+1} \rightarrow 0$ is violated, see [9] for some numerical experiments in this direction.
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