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Abstract. We consider the inverse scattering of time-harmonic plane waves to reconstruct
the shape of a sound-soft crack from a knowledge of the given incident field and the phaseless
data, and we check the invariance of far field data with respect to translation of the crack.
We present a numerical method that is based on a system of nonlinear and ill-posed integral
equations, and our scheme is easy and simple to implement. The numerical implementation
is described and numerical examples are presented to illustrate the feasibility of the proposed
method.
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1. Introduction

The inverse scattering problem (ISP) for cracks has numerous applications such as

non-destructive testing, oil exploration, seismology and others. The inverse problem

is to recover the crack from a knowledge of the incident field and the scattered

time-harmonic wave at large distance, i.e., the far-field pattern. Many numerical

algorithms have been suggested for the phased reconstruction problems. However, in

practical applications, it is expensive and difficult to acquire the phased data of the

scattered field, while obtaining the phaseless data is much easier. This motivates the

phaseless inverse scattering problems and attracts more attention from both mathe-

matics and physics. Nonetheless, the phaseless reconstruction is much more ill-posed

than phased reconstruction, so it is more difficult to solve the phaseless problem. In
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this paper, we address the inverse scattering problem to recover a sound-soft crack

from the knowledge of the incident field and the modulus of the far field pattern.

The inverse scattering problem for cracks was investigated by Kress [12] for the first

time; in particular, Kress considered the inverse scattering problem for a sound-soft

crack and used Newton iterations to reconstruct the crack. The case of the sound-

hard crack was extended by Mönch [17]. The reconstructions acquired by this method

are usually very accurate, whereas, for every iteration step, one needs to compute the

solution of the forward scattering problem. Kirsch and Ritter suggested the linear

sampling method [10] with the advantage that they are able to reconstruct obstacles

without a priori information. A hybrid method [14] was proposed by Kress and

Serranho, and it can be considered as a hybrid between a regularized Newton method

and a decomposition method. In [6], Ivanyshyn and Kress extended a Newton-

type method and their approach was based on some nonlinear and ill-posed integral

equations for the unknown curve.

Some previous work has been done on the phaseless problems for inverse scat-

tering, Kress and Rundell [13] investigated the two-dimensional sound-soft obstacle

reconstruction from the modulus of the far-field data corresponding to a single in-

cident plane wave. Ivanyshyn and Kress proposed the nonlinear integral equation

method to reconstruct the two-dimensional sound-soft obstacles with the phaseless

data in [4] and the three-dimensional sound-soft obstacles in [7]; this method involves

full linearization of the integral equations system. Lee [15] presented a simple hybrid

method to reconstruct the shape of the obstacle with the modulus of the far field

data. Karageorghis and Johansson and Lesnic [9] proposed the method of funda-

mental solutions for the identification of a sound-soft obstacle with phaseless data.

Ammari, Tin and Zou [1] investigated the phased and phaseless reconstructions in

the inverse scattering problem via condition numbers and proved the validity of the

method by numerical experiments. Bao and Zhang [2] considered the problem of

reconstructing the shape of multi-scale rough surfaces from phaseless measurements.

Liu and Zhang [16] gave the uniqueness result for a sound-soft ball with phaseless

far field data. However, to our best knowledge, there is little study of the inverse

scattering problem for the crack with phaseless data. The purpose of this paper is

to reconstruct the shape of the crack with only the modulus of the far field pattern

as data.

The paper is organized as follows. In Section 2, we present the inverse scattering

problem with phaseless data and analyse its uniqueness with checking the invariance

of far field data under translation of the crack. In Section 3, we propose our method

to solve the inverse scattering problem for the sound-soft crack with phaseless data,

and present the contrast between our method and the Newton method with full

linearization. In Section 4, we describe the numerical implementation of the iterative
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scheme in detail and present some numerical examples to illustrate the feasibility of

our method.

2. Inverse scattering problem with phaseless data

and its uniqueness

Let us describe the inverse scattering problem for cracks in its mathematical for-

mulation. Assume that Γc ⊂ R
2 is a crack of class C3, i.e.

Γc = {z(s) : s ∈ [−1, 1]},

where z : [−1, 1] → R
2 is injective and C3 smooth, |z′(s)| 6= 0 for all s. Given an

incident plane wave ui(x) = eikx·d, x ∈ R
2 with wave number k > 0 and the direction

of propagation d, the direct scattering problem for a sound-soft crack is to find the

total field u = ui + us as a solution to the Helmholtz equation

(2.1) ∆u+ k2u = 0 in R
2 \ Γc

with the Dirichlet boundary condition

(2.2) u = 0 on Γc,

such that the unknown scattered wave us satisfies the Sommerfeld radiation condition

(2.3) lim
r→∞

√
r
(∂us
∂r

− ikus
)
= 0, r = |x|,

uniformly with respect to all directions. The radiation condition (2.3) ensures an

asymptotic behaviour of the form

us(x) =
eik|x|√
|x|

{
u∞(x̂) +O

( 1

|x|
)}
, |x| → ∞

uniformly in all directions x̂ = x/|x|, and the far-field pattern u∞ of the scattered
wave us is defined on the unit circle Ω ⊂ R

2.

(ISP). The corresponding inverse scattering problem we are concerned with is

to determine the shape of the sound-soft crack Γc with the given |u∞| which is the
modulus of the far field pattern for one incident plane wave ui.

For the scattering problem, by the Huygens principle ([3], Theorem 3.14), we have

(2.4) u(x) = ui(x)−
∫

Γc

Φ(x, y)ϕ(y) ds(y), x ∈ R
2 \ Γc,
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in terms of the fundamental solution to the Helmholtz equation

Φ(x, y) =
i

4
H

(1)
0 (k|x− y|), x 6= y,

where H
(1)
0 denotes the Hankel function of the first kind and order zero. To take

care of the singularities at the end points of the crack, from [12] we know that the

density ϕ is assumed to be

ϕ(x) =
ϕ̃(x)√

|x− z1||x− z−1|
, x ∈ Γc \ {z1, z−1},

where ϕ̃(x) ∈ C(Γc), z1 := z(1) and z−1 := z(−1) are the end points of Γc. The far

field pattern of the scattered field us is in the form of

(2.5) u∞(x̂) = γ

∫

Γc

e−ikx̂·yϕ(y) ds(y), x̂ ∈ Ω,

where γ = eiπ/4/
√
8kπ. We introduce the single-layer operator Sc : L

p(Γc) → C(Γc),

1 < p <∞,
(Scϕ)(x) =

∫

Γc

Φ(x, y)ϕ(y) ds(y), x ∈ Γc.

The operator Sc is linear and bounded. The far field operator Sc,∞ : Lp(Γc) → L2(Ω)

is defined by

(Sc,∞ϕ)(x) = γ

∫

Γc

e−ikx̂·yϕ(y) ds(y), x̂ ∈ Ω.

From (2.4) and (2.5), we can observe that the unknown curve Γc and density ϕ satisfy

the equations

Scϕ = ui|Γc
,(2.6)

|Sc,∞ϕ|2 = |u∞|2.(2.7)

The equation (2.6) ensures that the boundary condition is u = 0 on Γc, and equa-

tion (2.7) implies that the scattered field us given by (2.4) has the correct modulus

of the far field pattern.

The uniqueness of the inverse scattering problem for the sound-soft crack with

one incident plane wave was investigated in [11], it was proposed that the far field

pattern for one incident plane wave uniquely determines Γc if the unknown crack Γc

is contained in the disk of radius R such that kR 6 λ0, where λ0 denotes the

smallest zero of the Bessel function J0. For the problem of inverse obstacle scattering

with phaseless data, Kress and Rundell gave the translation invariance in [13]; it
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implies that the solution to the inverse scattering problem is not unique, therefore,

we cannot recover the location of the obstacle from the modulus of the far field

pattern. Analogously to [13], we present the following result.

Theorem 1. Assume that u∞(x̂) is the far field pattern of scattering from

a sound-soft crack Γc. Then, for the cracks Γ
ε
c := {x+ εh : x ∈ Γc} with h ∈ R

2, the

far field pattern uε∞ have the form

(2.8) uε∞(x̂) = eikεh·(d−x̂)u∞(x̂), x̂ ∈ Ω,

that is, the inverse scattering problem for the sound-soft crack with the modulus of

the far field pattern has the translation invariance.

P r o o f. By using equations (2.6) and (2.7), we obtain

(2.9)

∫

Γε

c

Φ(x, y)ϕε(y) ds(y) = ui(x), x ∈ Γεc.

If ϕ(y) is the solution of (2.6), then we obtain that ϕε(x) = eikεh·dϕ(x− εh), x ∈ Γεc,

is the solution of (2.9). In fact, we substitute it to the left-hand side of equation (2.9),
∫

Γε

c

Φ(x, y)ϕε(y) ds(y) =

∫

Γε

c

Φ(x, y)eikεh·dϕ(y − εh) ds(y)

=

∫

Γc

Φ(x̃, ỹ)eikεh·dϕ(ỹ) ds(ỹ) = eikεh·dui(x̃) = ui(x),

where x̃ = x− εh and ỹ = y − εh. Then the far field on Γεc is

uε∞(x̂) = γ

∫

Γε

c

e−ikx̂·yϕε(y) ds(y) = γ

∫

Γε

c

e−ikx̂·yeikεh·dϕ(y − εh) ds(y)

= γ

∫

Γc

e−ikx̂·yeikεh·dϕ(ỹ) ds(ỹ) = eikεh·(d−x̂)u∞(x̂),

so (2.8) is proved. Obviously, we obtain |uε∞(x̂)| = |u∞(x̂)|, so the modulus of the
far field pattern |u∞| is invariant under translation. The proof is completed. �

Due to the translation invariance, we cannot recover the location of the sound-soft

crack for one incident plane wave with the modulus of the far field pattern as the

data.

3. Iterative scheme

Let us consider the method of solving inverse scattering problem numerically. We

suggest an iterative method to solve the system of nonlinear integral equations (2.6),

(2.7) and make an approximation to Γc.
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To deal with the singularities of the density ϕ, we use the cosine transformation

as suggested by Yan and Sloan [18]. We substitute s = cos t, t ∈ [0, π], into the

parametric representation of Γc, with x(t) := z(cos t), y(τ) := z(cos τ), where 0 6 t,

τ 6 π, and transform the integral operator Sc into the parameterized operator C,

given by

(3.1) C(z, ψ)(t) =
i

4

∫
π

0

H1
0 (k|z(cos t)− z(cos τ)|)ψ(τ) dτ, t ∈ [0, π],

where

ψ(t) := | sin t| |z′(cos t)|ϕ(z(cos t)), t ∈ [0, π].

Analogously, we introduce the parameterized the far field operator C∞:

(3.2) C∞(z, ψ)(t) = γ

∫
π

0

e−ikz∞(t)·z(τ)ψ(τ) dτ, t ∈ [0, 2π],

where

z∞(t) = (cos t, sin t), t ∈ [0, 2π].

In addition, we parameterize the incident field ui and the far field pattern u∞ by

the form of ωc = ui ◦ z and |ωc,∞| = |u∞| ◦ z∞. Using this notation, the parametric
form of equations (2.6)–(2.7) is given by

C(z, ψ) = ωc(z),(3.3)

C∞(z, ψ)C∞(z, ψ) = |ωc,∞|2.(3.4)

The Fréchet derivative of C∞(z, ψ) with respect to z has the representation

(3.5) C′
∞[z, ψ]q = −ikγ

∫
π

0

e−ikz∞(t)·z(τ)z∞(t)q(τ)ψ(τ) dτ ∀ q ∈ C2[0, π]× C2[0, π].

Therefore, the derivative of C∞C∞ with respect to z is given by

(C∞(z, ψ)C∞(z, ψ))′q = 2ℜ(C∞(z, ψ)C′
∞[z, ψ]q) ∀ q ∈ C2[0, π]× C2[0, π].

The linearization of (3.4) leads to

(3.6) B[z, ψ]q = fz,ψ,

where B[z, ψ]q := 2ℜ(C∞(z, ψ)C′
∞[z, ψ]q) and fz,ψ := |ωc,∞|2 − |C∞(z, ψ)|2.

The suggested iterative procedure is the following:

(1) Make an initial guess for the curve Γc and find the density ψ from (3.3).
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(2) The equation (3.6) needs to be solved for q to obtain the update z + q for the

curve approximation.

(3) The procedure continues by repeating the previous two steps until a suitable

stopping criterion is satisfied.

The stopping criterion for the iterative procedure is in the form of

(3.7) Ek :=
‖|wc,∞|2 − |C∞(z, ψ)|2‖L2

‖|wc,∞|2‖L2

6 ε

for some sufficiently small tolerance ε > 0 which depends on the noise level of data.

Let us denote

A[z, ψ] =
∂(C∞(z, ψ)C∞(z, ψ))

∂ψ
,

and q = zk+1− zk, p = ψk+1−ψk. The operator C(z, ψ) is linear on ψ, so we denote
it as C(z)ψ. In the Newton method, we have to solve the following equations in each

iterative step:

(3.8)

[
C′(zk)ψk − ω′

c(zk) C(zk)

B[zk, ψk] A[zk, ψk]

] [
q

p

]
=

[
ωc(zk)− C(zk)ψk

|ωc,∞|2 − |C∞(zk, ψk)|2
]
.

However, the iteration scheme of our method we suggested in this paper is to solve

equations

(3.9)

[
B[zk, ψk+1] 0

0 C(zk)

] [
q

p

]
=

[ |ωc,∞|2 − |C∞(zk, ψk+1)|2
ωc(zk)− C(zk)ψk

]

as in reference [8]. Our iterative procedure is little different from the Newton method

to solve equations (3.3) and (3.4). To solve (3.9), we need only to solve two indepen-

dent equations. It is easy to see that our scheme can be easily realized and reduces

the computational cost.

4. Numerical implementation and numerical examples

4.1. Numerical implementation. In this section, we describe how to numeri-

cally solve the equation (3.3) and (3.6) in our algorithm.

For equation (3.3), with fixed z, we solve an integral equation of the form

(4.1)
i

4

∫
π

0

H
(1)
0 (k|z(cos t)− z(cos τ)|)ψ(τ) dτ = ωc(t), t ∈ [0, π],

for the unknown function ψ(τ) by using Nyström method in [12], where

(4.2) ψ(t) := | sin t||z′(cos t)|ϕ(z(cos t)).
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For the following analysis, it is more convenient to transform the integral equation to

an equation over the interval [0, 2π] than [0, π]. The solution ψ ∈ C[0, π] in the form

of (4.2) for the integral equation (4.1) is equivalent to an even 2π-periodic solution ψ

of the integral equation

(4.3)
1

2π

∫ 2π

0

K(t, τ)ψ(τ) dτ = f(t), 0 6 t 6 2π,

where the kernel is

K(t, τ) :=
π

2i
H

(1)
0 (k|z(cos t)− z(cos τ)|), t 6= τ,

and

f(t) := −2ui(z(cos t)).

Noting that we can split the kernel K into the form

K(t, τ) =
{
1 + sin2

t− τ

2
K1(t, τ)

}
ln
(4
e
sin2

t− τ

2

)
+K2(t, τ),

by the quadrature rules, we obtain the linear system

(4.4)

2n−1∑

j=0

ψn(t
(n)
j )

{
R

(n)
|k−j| + P

(n)
|k−j|(t)K1(t

(n)
k , t

(n)
j ) +

1

2n
K2(t

(n)
k , t

(n)
j )

}
= f(t

(n)
k ),

k = 0, . . . , n

where

R
(n)
j =

1

2n

{
c0 + 2

n−1∑

m=1

cm cos
mjπ

n
+ (−1)jcn

}
,

P
(n)
j =

1

2n

{
γ0 + 2

n−1∑

m=1

γm cos
mjπ

n
+ (−1)jγn

}

and

cm = − 1

max(1, |m|) , γm =
1

4
(2cm − cm+1 − cm−1).

It is easy to see that the linear system (4.4) has 2n unknown nodal values of ψn,

but it only has n+1 equations. To solve (4.4), we make use of the symmetry property

ψn(t
(n)
k ) = ψn(t

(n)
2n−k) for k = 0, . . . , n, so we only need to solve a system with n+ 1

unknowns and n+ 1 equations.

Now, we discuss the discretization of the linearized equation (3.6). As a finite

dimensional subspace for the reconstruction z and its update q, we choose the space

spanned by the Chebyshev polynomials of the form

(4.5) qc(s) =

M∑

m=0

amTm(s), s ∈ [−1, 1]
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with the coefficients am ∈ R
2. Applying the cosine transformation, we take q(t) =

qc(cos t), also Tm(cos t) = cosmt, then we obtain the representation by the even

trigonometrical polynomials

(4.6) q(t) =
M∑

m=0

am cosmt, t ∈ [0, π].

Setting

Mz,ψ(t, τ) = γe−ikz∞(t)·z(τ)ψ(τ)

and

Nz,ψ(t, τ) = −ikγe−ikz∞(t)·z(τ)ψ(τ),

we solve the linear system of the form

(4.7)
M∑

m=0

am(B[z, ψ] cosmτ)(ts) = fz,ψ(ts), s = 1, . . . , N,

to determine the real coefficients am := (αm, βm), where

(4.8) (B[z, ψ]χ(τ))(t) = 2ℜ
{∫

π

0

Mz,ψ(t, τ) dτ

∫
π

0

Nz,ψ(t, τ)z∞(t)χ(τ) dτ

}
.

By using (4.7) and (4.8), we obtain the linear system

(4.9) 2ℜ
{∫

π

0

Mz,ψ(t, τ) dτ

∫
π

0

Nz,ψ(t, τ) cosmτ dτ

( M∑

m=0

αm cos t+

M∑

m=0

βm sin t

)}

= fz,ψ(ts).

We rewrite the linear system (4.9) to the form

(4.10)

M∑

m=0

αmL
z,ψ(ts) cos ts +

M∑

m=0

βmL
z,ψ(ts) sin ts = fz,ψ(ts),

where

(4.11) (Lz,ψχ(τ))(t) = 2ℜ
{∫

π

0

Mz,ψ(t, τ) dτ

∫
π

0

Nz,ψ(t, τ) cosmτχ(τ) dτ

}
.

To solve (4.10), regularization is necessary and we minimize the penalized defect

(4.12)

N∑

s=1

∣∣∣∣
M∑

m=0

αmL
z,ψ(ts) cos ts +

M∑

m=0

βmL
z,ψ(ts) sin ts − fz,ψ(ts)

∣∣∣∣
2

+ λ

(
2π(α2

0 + β2
0) + π

M∑

m=1

(1 +m2)(α2
m + β2

m)

)
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with a positive regularization parameter λ and an H1 penalty term. We trans-

form (4.11) from [0, π] to the interval [0, 2π], and, due to the trapezoidal rule, we

obtain the approximation of Lz,ψm (ts) cos ts

Lcm(ts) =
1

2

(
π

n

)2 2n−1∑

j=0

2n−1∑

l=0

ℜ{Mz,ψ(ts, τl)N
z,ψ(ts, τj) cosmτj cos ts}

and the approximation of Lz,ψm (ts) sin ts

Lsm(ts) =
1

2

(
π

n

)2 2n−1∑

j=0

2n−1∑

l=0

ℜ{Mz,ψ(ts, τl)N
z,ψ(ts, τj) cosmτj sin ts}.

Then, the minimizer in (4.12) is observed as the unique solution of the equation

(4.13) λĨξ + L∗Lξ = L∗f

with Ĩ = diag{2π, (1 + 12)π, . . . , (1 + M2)π, 2π, (1 + 12)π, . . . , (1 + M2)π},
f = (fz,ψ(t1), . . . , f

z,ψ(tN ))T, ξ = (α0, . . . , αM , β0, . . . , βM )T, L = (Lc0, . . . , L
c
M ,

Ls0, . . . , L
s
M ).

As for the update ξ, we obtain it from a scaled Newton step with Tikhonov

regularization and H1 penalty term,

ξ = ̺(λĨ + L∗L)−1L∗f

with the scaling factor ̺ > 0.

4.2. Numerical examples. Based on the above, we present some numerical

examples to illustrate the feasibility of the iterative reconstruction method for the

sound-soft cracks case. In order to avoid committing an inverse crime, we choose

different numbers of quadrature points for the forward and the inverse problem and

added noises to the data. The following examples are all obtained with n = 100

quadrature points for the forward problem and n = 50 for the inverse problem. The

noisy data |uδ∞|2 is constructed in the form

(4.14) |uδ∞|2 = |u∞|2 + δη
‖|u∞|2‖L2

‖η‖L2

,

where δ is the relative noise level and η is normally distributed random variable. As

presented in [5], the regularization parameter λ in equation (4.13) can be chosen as

λk = ‖|wc,∞|2 − |C∞(zk−1, ψk−1)|2‖µL2 , µ > 0, k = 1, 2, . . .

From Theorem 1, we have the translation invariance of the sound-soft crack with

phaseless data, so that the location of the cracks cannot be determined only with
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the modulus of the far field data. Based on this property, in the following numerical

examples, we determine the coefficient a0 in Chebyshev polynomials (4.6) in the

iteration procedure to fix the location of the reconstructed curve. If we set different

values of a0, this leads to a shifted curve (see Figure 1). When we set a0 to be equal

to the correct value of the real curve, the reconstructed curve can be at the location

of the actual curve (see Figures 2–7), it helps us to compare the reconstructed curve

with the real curve in the numerical experiments.

In the numerical examples, we choose always µ = 1 and use the stopping crite-

ria (3.7). In all the figures, we denote the initial guess by dash dot line, the actual

arc by solid line, the reconstructions arc by the dashed line. The arrow in the figures

shows the direction of the incoming wave.

E x am p l e 1. In the first example, we consider the reconstruction of the crack

with the representation

(4.15) z(s) = (s, s2), s ∈ [−1, 1].

We set the wave number k = 2, ̺ = 0.8, and M = 15. In Figure 1, we use a half

ellipse to be the initial curve and 1% noisy data; this figure shows the translation

invariance of the phaseless far field data. In the following figures of the crack (4.15),

we always use the 1% and 10% noisy data. For Figure 2, we use a half ellipse to be

the initial guess and choose different incoming directions to reconstruct the cracks

respectively. In Figure 3, we change the initial guess to be a line and also we choose

the initial guess far from the actual curve. We observe that the different incoming

directions can influence the effect of the reconstruction.

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5
δ = 0.01; ε = 0.02

(a)

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5
δ = 0.01; ε = 0.02

(b)

Figure 1. Reconstructions (dashed line) of crack (4.15) with d = (0, 1), δ = 1% and initial
guess (dash dot line): z0(s) = (s,−0.8

√
1− s2), s ∈ [−1, 1].
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(a) d = (0, 1), δ = 1%
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(b) d = (0, 1), δ = 10%
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(c) d = (1, 0), δ = 1%
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(d) d = (1, 0), δ = 10%
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(e) d = (cos π

6 , sin
π

6 ), δ = 1%
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Figure 2. Reconstructions (dashed line) of crack (4.15) with the initial guess (dash dot
line): z0(s) = (s,−0.8

√
1− s2), s ∈ [−1, 1], different incoming directions d and

different noisy level δ.
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(a) z0(s) = (s, 0), δ = 1%

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5
δ = 0.1; ε = 0.09

(b) z0(s) = (s, 0), δ = 10%
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(c) z0(s) = (s,−1), δ = 1%
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(d) z0(s) = (s,−1), δ = 10%

Figure 3. Reconstructions (dashed line) of crack (4.15) with d = (0, 1), different noisy
level δ, and different initial guesses (dash dot line) z0(s), s ∈ [−1, 1].

E x am p l e 2. For the second example, we choose a crack of the form

(4.16) z(s) =
(
s, 0.5 cos

πs

2
+ 0.2 sin

πs

2
− 0.1 cos

3πs

2

)
, s ∈ [−1, 1].

We set ̺ = 1.1, the wave number k = 4, the incoming direction d = (1, 0) and

M = 15. In the following figures of the crack (4.16), we always use the 1% and

10% noisy data to reconstruct the cracks. It can be seen from Figure 4 that we

can reconstruct the crack even with the initial guess far from the exact curve. For

Figure 5, we choose the initial guess of a different shape to reconstruct the curve.

E x am p l e 3. In the last example, we present the sound-soft crack with the

parametric representation

(4.17) z(s) =
(
2 sin

s

2
, sin s

)
, s ∈

[
π

4
,
7π

4

]
.
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(a) z0(s) = (s, 0), δ = 1%
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(b) z0(s) = (s, 0), δ = 10%
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(c) z0(s) = (s,−1), δ = 1%
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(d) z0(s) = (s,−1), δ = 10%

Figure 4. Reconstructions (dashed line) of crack (4.16) with d = (1, 0), different noisy
level δ, and different initial guesses (dash dot line) z0(s), s ∈ [−1, 1].
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(b) δ = 10%

Figure 5. Reconstructions (dashed line) of crack (4.16) with the initial guess (dash dot line):
z0(s) =

(

s, 0.6 cos 1
2

πs+0.2 sin 1
2

πs−1
)

, s ∈ [−1, 1], d = (1, 0), and different noisy
level δ.
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We set the wave number k = 3, M = 15, d = (−1, 0). In the following figures of

the crack (4.17), we always use the 1% and 10% noisy data to reconstruct the cracks.

In Figure 6, ̺ = 0.8, we choose different locations of the initial guess to reconstruct

the curve with noisy data respectively. In Figure 7, ̺ = 1.5, we change the shape of

the initial guess line to reconstruct the crack.
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(a) δ = 1%,
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(b) δ = 10%,
z0(s) =

(
2 sin

(
17
36πs+ 1

2π

)
− 1, sin

(
17
18πs+ π

))
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(d) δ = 10%,
z0(s) =

(
2 sin

(
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36πs+ 1
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)
− 3, sin

(
17
18πs+ π

))

Figure 6. Reconstructions (dashed line) of crack (4.17) with d = (−1, 0), different noisy
level δ, and different initial guesses (dash dot line) z0(s), s ∈ [−1, 1].
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Figure 7. Reconstructions (dashed line) of crack (4.17) with the initial guess (dash dot line):
z0(s) = (1, s), s ∈ [−1, 1], d = (−1, 0), and different noisy level δ.

5. Conclusions

We have proposed an iterative method to solve the inverse scattering problem for

the sound-soft crack with phaseless data and check the invariance of far field data

under translation of the crack. Then, we point out the difference between our method

and the Newton method. Our method is easier to implement than the Newton

method and reduces the computational cost. Also the numerical implementation of

our iterative scheme is described, and numerical examples are presented to illustrate

the feasibility of the iterative method.
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