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#### Abstract

This paper focuses on the automatic recognition of map projection, its inverse and re-projection. Our analysis leads to the unconstrained optimization solved by the hybrid BFGS nonlinear least squares technique. The objective function is represented by the squared sum of the residuals. For the map re-projection the partial differential equations of the inverse transformation are derived. They can be applied to any map projection. Illustrative examples of the stereographic and globular Nicolosi projections frequently used in early maps are involved and their inverse formulas are presented.
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## 1. Introduction

Mathematical cartography concerns the wider aspect of the spherical representation of the curved Earth surface on a flat map. There is a long history of using various types of map projections, progressing from simple geometric constructions to more complex variants. Early attempts are mostly connected with Ancient Greece, where geometry, cartography, and geography were among the primary interests of many researchers. Recall the earliest conical projection associated with Claudius Ptolemy and his famous second world map, or the stereographic projection first used by Hipparchus. At that time, map projections had a geometric justification. The development of the natural sciences, together with the rise of calculus, caused a significant acceleration in the proposal of new map projections. A few hundred map projections have been described since the Ancient Greece era. For map construction, only approximately 30 of them have been applied.

Due to the different curvatures of both surfaces, length, aerial or angular distortions affecting the map geometry appear. There is no isometry mapping between points on the sphere $\mathbb{S}^{2}$ and the plane $\sigma$. Working with multiple maps in different map projections, it is necessary to unify their map projection in accordance with the current standards given by the national grids (obligatory for different states) or using more appropriate map projection in terms of distortions. In other words, a transformation of the source map projection to the destination projection needs to be undertaken. This process, called re-projecton, assigns spatial information to each map element so that the corresponding content of different maps is well-aligned, one above the other in a coordinate system of the destination projection. Unfortunately, many maps lack the information about the projection given by the set of constants. Hence, there is a need to perform a mathematical analysis and reconstruction of map projection and use it to find its inverse form. The input data are represented by the sets of points $P, Q$ on the analyzed map and on the sphere.

From the mathematical point of view this task leads to unconstrained optimization. So far, the parameters have been estimated only visually, without any deeper theoretical background, which has led to many mistakes. The proposed technique based on the hybrid BFGS method seems to be efficient, especially for the nonlinear least squares; only a few iterations are required for most projections. Another solution using differential evolution can be found in [4], the simplex method approach in [3].

During the analysis, the unknown projection is classified (projection family, projection name), its constant values as well as the map parameters (scale, rotation) are estimated. In some cases the task is ill-conditioned, for early maps with a lack of a solid geometric basis it leads to a large-residual problem. For most cases, the solution can be found in reasonable time.

Finding the projection inverse led to partial differential equations of the coordinate functions derived from the local linear scales. Its algebraic solution is relatively complicated, a numerical solution (Newton-Raphson method) or approximation (Laurent series) is required.

Section 3 describes the map projection and its parameters. Section 4 deals with projection analysis. Derivations of the partial differential equations of inverse transformation are described in Section 5. All the above-mentioned methods have been implemented in the new software detectproj written in Java available under a GNU/GPL2 license.

## 2. Related work

The theoretical backgrounds of the map projection analysis are described in [26], [27]. Measuring the map projection similarity using the residuals of the corresponding points was introduced in [28]. A technique based on the Nelder-Mead optimization of the corresponding 0D-2D features can be found in [3], the nonlinear least squares and differential evolution solutions in [4]. Another method using the decision trees was presented in [2]. The mathematical reconstruction of the projection graticule (represented by the set of meridians and parallels) involving singularities has been described in [6]. There are some software tools for the projection analysis, for example: prjfinder [10], MapAnalyst [16], detectproj [5]. The inverse form of map projections has been studied in many papers. The numerical methods based on the inverse Jacobian matrix can be found in [15], and general transformations in [30], [7], [8]. Inverse methods for families of pseudocylindrical projections are described in [14], for the Robinson projection [21], for the Mollweide projection [17], for the Snyder polyhedral projection [12] and for projections derived from Lambert azimuthal in [22]. The inverse projection equations are published in several books, for example in [24], [25], [9], [30].

## 3. Map projection and its determined parameters

Without loss of precision, each map projection transforms a curved surface (i.e. reference surface) into a flat surface (i.e. projected surface). Let the sphere $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ with the radius $R$ be centered at the origin of the Cartesian coordinate system, let the local coordinate system $\{\varphi, \lambda\}$-spherical latitude and longitude be the reference surface, and let the plane $\sigma$ with the Cartesian coordinate system $\{X, Y\}$ be the projected surface. Since there is no isometric projection of the sphere in $\mathbb{R}^{3}$ (or its parts) into plane, map projections used in cartography meet several requirements. Let us summarize their basic properties.

Definition 3.1. Projection of the set $M=\langle-\pi / 2, \pi / 2\rangle \times\langle-\pi, \pi\rangle$ into $\mathbb{R}^{2}$, given by the equations $X=F(\varphi, \lambda), Y=G(\varphi, \lambda)$, is called the map projection $\mathbb{P}$ of the sphere $\mathbb{S}^{2}$ into the plane $\sigma$. Here $F$ and $G$ are real measurable functions defined on $M$.

Remark 3.2. Every point $Q$ of the sphere is associated with an ordered pair of local coordinates $[\varphi, \lambda] \in M$.

Definition 3.3. A projection $\mathbb{P}: \mathbb{S}^{2} \rightarrow \sigma$ is called to be continuous at the point $Q=[\varphi, \lambda]$ if the coordinate functions $F, G$ are continuous at $Q$.

Definition 3.4. Projection $\mathbb{P}: \mathbb{S}^{2} \rightarrow \sigma$ is injective on the set $M$ if for any different points $Q_{1}, Q_{2} \in \mathbb{S}^{2}$ we have $\mathbb{P}\left(Q_{1}\right) \neq \mathbb{P}\left(Q_{2}\right)$.

Definition 3.5. Projection $\mathbb{P}$ is nonsingular on a domain $\Omega \subset M$ if the first derivatives of $F, G$ are continuous on $\Omega$ and the Jacobian matrix determinant is nonzero.

Remark 3.6. According to Definition 3.5 the projection $\mathbb{P}$ is continuous on the domain $\Omega$.

Theorem 3.7. If the projection $\mathbb{P}$ on the boundary of $Q$ is nonsingular, then the inverse projection $\mathbb{P}^{-1}$ is nonsingular on the boundary of $\mathbb{P}(Q)$ and the Jacobians of both projections are reciprocal.

Remark 3.8. Apparently, the projection $\mathbb{P}$ will still be nonsingular if instead of the closed interval $M$ an open interval $M=(-\pi / 2, \pi / 2) \times(-\pi, \pi)$ will be considered. From the sphere $\mathbb{S}^{2}$, the Northern and Southern Poles $A=[\pi / 2,0]$ and $B=[-\pi / 2,0]$ will be removed, since they are singular due to the parameterization $\{\varphi, \lambda\}$ as well as one meridian.

Map projections are proposed to represent the entire Earth surface, its hemisphere, a continent, or a country as accurately as possible. To avoid distortions, the central point of the projected territory is selected as a point of touch of the plane $\sigma$ and the sphere $\mathbb{S}^{2}$. This point, denoted by $K=\left[\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right]$, represents the cartographic pole with the local coordinate system $\left\{\varphi^{\prime}, \lambda^{\prime}\right\}$.

Remark 3.9. From the sphere $\mathbb{S}^{2}$, the cartographic pole $K=[\pi / 2,0]$ and its opposite point $L=[-\pi / 2,0]$ will be removed since they are singular due to the parameterization $\left\{\varphi^{\prime}, \lambda^{\prime}\right\}$.

The relationship between the spherical coordinate systems $\{\varphi, \lambda\}$ and $\left\{\varphi^{\prime}, \lambda^{\prime}\right\}$ can be found using the law of sines and five-part rules ([23], p. 10) from the spherical triangle $A K Q$, where $\Delta \lambda=\lambda-\lambda_{\mathrm{K}}$ (see Fig. 3.1):

$$
\begin{aligned}
\sin \lambda^{\prime} & =\frac{\cos \varphi \sin \Delta \lambda}{\cos \varphi^{\prime}}, \quad \cos \lambda^{\prime}=\frac{\cos \varphi \sin \varphi_{\mathrm{K}} \cos \Delta \lambda-\sin \varphi \cos \varphi_{\mathrm{K}}}{\cos \varphi^{\prime}} \\
\sin \Delta \lambda & =\frac{\cos \varphi^{\prime} \sin \lambda^{\prime}}{\cos \varphi}, \quad \cos \Delta \lambda=\frac{\sin \varphi^{\prime} \cos \varphi_{\mathrm{K}}+\cos \varphi^{\prime} \sin \varphi_{\mathrm{K}} \cos \lambda^{\prime}}{\cos \varphi}
\end{aligned}
$$

This leads to the following theorem.


Figure 3.1. Oblique aspect of the map projection, cartographic pole $K=\left[\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right]$.
Theorem 3.10. For local coordinate systems $\{\varphi, \lambda\}$ and $\left\{\varphi^{\prime}, \lambda^{\prime}\right\}$ on the sphere $\mathbb{S}^{2}$ the coordinate transformation between the normal and oblique aspects is

$$
\begin{align*}
\sin \varphi^{\prime} & =\sin \varphi_{\mathrm{K}} \sin \varphi+\cos \varphi_{\mathrm{K}} \cos \varphi \cos \Delta \lambda  \tag{3.1}\\
\tan \lambda^{\prime} & =\frac{\cos \varphi \sin \Delta \lambda}{\cos \varphi \sin \varphi_{\mathrm{K}} \cos \Delta \lambda-\sin \varphi \cos \varphi_{\mathrm{K}}} \tag{3.2}
\end{align*}
$$

The inverse transformation is

$$
\begin{aligned}
\sin \varphi & =\sin \varphi_{\mathrm{K}} \sin \varphi^{\prime}-\cos \varphi_{\mathrm{K}} \cos \varphi^{\prime} \cos \lambda^{\prime} \\
\tan \Delta \lambda & =\frac{\cos \varphi^{\prime} \sin \lambda^{\prime}}{\cos \varphi^{\prime} \sin \varphi_{\mathrm{K}} \cos \lambda^{\prime}+\sin \varphi^{\prime} \cos \varphi_{\mathrm{K}}} .
\end{aligned}
$$

The spherical coordinates of $Q \in \mathbb{S}^{2}$ are a function of $\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}$ :

$$
\begin{aligned}
{\left[\varphi^{\prime}\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right), \lambda^{\prime}\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right)\right] } & =[H(\varphi, \lambda), I(\varphi, \lambda)] \\
{\left[\varphi\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right), \lambda\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right)\right] } & =\left[H^{-1}\left(\varphi^{\prime}, \lambda^{\prime}\right), I^{-1}\left(\varphi^{\prime}, \lambda^{\prime}\right)\right]
\end{aligned}
$$

3.1. Determined parameters. The map projection $\mathbb{P}$ is described by 6 parameters, and the other 4 refer to the analyzed map. Considering a reduction to the centroids of both sets $P, P^{\prime}$, the total amount of the determined parameters decreases to 8 .

Parameters of the map projection. During the analysis, the following constants of the projection $\mathbb{P}$ affecting the graticule shape are determined:
$\triangleright$ Cartographic pole $K=\left[\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right]$
This factor has a crucial influence on the shape of the graticule.
$\triangleright$ True parallels $\varphi_{1}, \varphi_{2}$
Conic projections in the secant form specify true parallels $\varphi_{1}, \varphi_{2}, \varphi_{1} \neq \varphi_{2}$, for the tangent form it is $\varphi_{1}=\varphi_{2}$. For cylindrical projections in the secant form it is $\varphi_{1}=-\varphi_{2}$, the tangent form brings $\varphi_{1}=\varphi_{2}=0$. For the remaining map projections it is $\varphi_{1}=\varphi_{2}$, but some of them do not use true parallels. In the oblique aspect of the projection, $\varphi_{1}^{\prime}, \varphi_{2}^{\prime}$ are determined instead of $\varphi_{1}, \varphi_{2}$.
$\triangleright$ Longitude $\lambda_{0}$ of the central meridian
To minimize the distortion and provide a true depiction of the mapped region, the central meridian is shifted by $\lambda_{0}$, for the oblique aspect by $\lambda_{0}^{\prime}$.
$\triangleright$ Arbitrary parameter $\kappa$
This may represent any constant value of the projection. Describing the distance of the center of the projection from the sphere $\mathbb{S}^{2}$ center it is widely used for perspective projections.

Parameters of the map. The analysis process should be partially or fully invariant to the values of the map constants that do not affect the graticule shape.
$\triangleright$ Radius of the auxiliary sphere $R^{\prime}$
The analyzed map represents a reduced-scale model associated with the radius $R^{\prime}$ of the auxiliary sphere.
$\triangleright$ Shifts $\Delta X, \Delta Y$
The analyzed map may utilize additional shifts $\Delta X, \Delta Y$, which is typical for some projections. Let us mention UTM (Universal Transverse Mercator) - the Mercator projection in the transverse aspect with the planisphere divided into 60 zones, each $6^{\circ}$ of longitude in width, used for military maps, where $\Delta X=0, \Delta Y=500000 \mathrm{~m}$.
$\triangleright$ Angle of rotation $\alpha$
This corrects the additional rotation of the map caused by the inappropriate digitization or a switched orientation of the page (portrait vs landscape).

The coordinates of the point $P_{i}=\left[X_{i}, Y_{i}\right] \in \sigma$ representing the image of $Q_{i}=$ $\left[\varphi_{i}, \lambda_{i}\right] \in \mathbb{S}^{2}$ can be written as a function of the determined parameters. For the
normal aspect of the projection $(K=A)$ the coordinate functions have the form of

$$
\begin{aligned}
X_{i}\left(R^{\prime}, \varphi_{1}, \varphi_{2}, \lambda_{0}, \Delta X\right) & =F\left(\varphi_{i}, \lambda_{i}\right), \\
Y_{i}\left(R^{\prime}, \varphi_{1}, \varphi_{2}, \lambda_{0}, \Delta Y\right) & =G\left(\varphi_{i}, \lambda_{i}\right) .
\end{aligned}
$$

In the transverse/oblique aspect of the projection they can be written as

$$
\begin{aligned}
X_{i}\left(R^{\prime}, \varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}, \varphi_{1}^{\prime}, \varphi_{2}^{\prime}, \lambda_{0}^{\prime}, \Delta X\right) & =F\left(H\left(\varphi_{i}, \lambda_{i}\right), I\left(\varphi_{i}, \lambda_{i}\right)\right) \\
Y_{i}\left(R^{\prime}, \varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}, \varphi_{1}^{\prime}, \varphi_{2}^{\prime}, \lambda_{0}^{\prime}, \Delta Y\right) & =G\left(H\left(\varphi_{i}, \lambda_{i}\right), I\left(\varphi_{i}, \lambda_{i}\right)\right)
\end{aligned}
$$

In the case of the rotation equivariance, the coordinate functions have a more complex form, see Section 4.

## 4. Analysis of the map projection

The input data for the projection analysis are represented by the identical points on the analyzed map and on the sphere (or on the reference map).

Proposition 4.1. Let $Q=\left\{Q_{1}, \ldots, Q_{n}\right\}, n \in \mathbb{N}$, be a set of points on the sphere $\mathbb{S}^{2}$ and $P=\left\{P_{1}, \ldots, P_{n}\right\}, n \in \mathbb{N}$, be a set of their images on the map (on the plane $\sigma$ ). Then the projection $\mathbb{P}_{x}: \sigma \rightarrow \mathbb{S}^{2}$ given by the set of parameters $x^{\mathrm{T}}=\left(R^{\prime}, \alpha, \varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}^{\prime}, \varphi_{1}^{\prime}, \varphi_{2}^{\prime}, \lambda_{0}^{\prime}, \kappa, \Delta X, \Delta Y\right)$ exists such that $\mathbb{P}_{x}\left(P_{i}\right)=Q_{i}$.

Furthermore, let us denote by $P^{\prime}=\left\{P_{1}^{\prime}, \ldots, P_{n}^{\prime}\right\}, n \in \mathbb{N}$, the set of corresponding points measured on the analyzed map and $r_{i}(x)=P_{i}-P_{i}^{\prime}$ to be the residual between the image of $Q_{i}$ in $\mathbb{P}_{x}$ and the analyzed point $P_{i}^{\prime}$. Depending on the sets $P^{\prime}, Q$, the optimal vector $x$ of the map projection $\mathbb{P}$ constants is determined. Reducing $P, P^{\prime}$ to their centers of mass $C_{p}, C_{p}^{\prime}$, the amount of the determined parameters may decrease to 8 . The reduced coordinates are

$$
\begin{aligned}
P_{i}-C_{p} & =\left(\xi_{i}, \eta_{i}\right)=\left(X_{i}-X_{c}, Y_{i}-Y_{c}\right) \\
P_{i}^{\prime}-C_{p}^{\prime} & =\left(\xi_{i}^{\prime}, \eta_{i}^{\prime}\right)=\left(X_{i}^{\prime}-X_{c}^{\prime}, Y_{i}^{\prime}-Y_{c}^{\prime}\right),
\end{aligned}
$$

where $\left(X_{i}^{\prime}, Y_{i}^{\prime}\right)$ are coordinates of a point $P_{i}^{\prime}$ on the analyzed map. The determined vector of unknown parameters for the reduced coordinates at iteration $k$ is written as

$$
x_{k}^{\mathrm{T}}=\left(R^{\prime}, \alpha, \varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}, \varphi_{1}^{\prime}, \varphi_{2}^{\prime}, \lambda_{0}^{\prime}, \kappa\right),
$$

where the shifts $\Delta X, \Delta Y$ are evaluated from (4.1). While the last six parameters refer to the map projection $\mathbb{P}$, two remaining constants describe the map. In general,
at least 4 identical points are required to determine $x$. The coordinates of $Q_{i}$ in $\mathbb{P}_{x}$ reduced according to the center of mass $C_{p}$, rotated by the angle $\alpha_{k}$, are written as

$$
\chi_{i}\left(x_{k}\right)=q_{1, k} \xi_{i, k}-q_{2, k} \eta_{i, k}, \quad \gamma_{i}\left(x_{k}\right)=q_{2, k} \xi_{i, k}+q_{1, k} \eta_{i, k},
$$

where $q_{1, k}=\delta_{k} \cos \alpha_{k}, q_{2, k}=\delta_{k} \sin \alpha_{k}$ are scale factors of the Helmert transformation describing the analyzed map. The definition of the residual vector is

$$
r\left(x_{k}\right)=\left[\begin{array}{c}
\chi_{1}\left(x_{k}\right) \\
\vdots \\
\frac{\chi_{n}\left(x_{k}\right)}{\gamma_{1}\left(x_{k}\right)} \\
\vdots \\
\gamma_{n}\left(x_{k}\right)
\end{array}\right]-\left[\begin{array}{c}
\xi_{1}^{\prime} \\
\vdots \\
\frac{\xi_{n}^{\prime}}{\eta_{1}^{\prime}} \\
\vdots \\
\eta_{n}^{\prime}
\end{array}\right]=A_{k} q_{k}-l .
$$

Unlike the constant values of the projection estimated from the nonlinear least squares iteratively, $q_{1, k}$ and $q_{2, k}$ are found as a solution of the associated linear least squares problem

$$
\phi\left(x_{k}\right)=\frac{1}{2} r^{\mathrm{T}}\left(x_{k}\right) r\left(x_{k}\right)=\left(A_{k} q_{k}-l\right)^{\mathrm{T}}\left(A_{k} q_{k}-l\right)=\min
$$

with the condition for minimum $\partial \phi\left(x_{k}\right) / \partial x_{k}=A_{k}^{\mathrm{T}} A_{k} q_{k}-A_{k}^{\mathrm{T}} l=0$, where

$$
q_{k}=\left(A_{k}^{\mathrm{T}} A_{k}\right)^{-1} A_{k}^{\mathrm{T}} l .
$$

The radius $R^{\prime}$ of the auxiliary sphere, scale factor $\delta$, rotation $\alpha$, and map scale $S$ are

$$
R_{k}^{\prime}=R_{k-1} \delta_{k}, \quad \delta_{k}=\sqrt{q_{1, k}^{2}+q_{2, k}^{2}}, \quad \alpha_{k}=\arctan \frac{q_{2, k}}{q_{1, k}}, \quad S_{k}=\frac{i_{r}}{I} \frac{R}{R_{k}^{\prime}}
$$

where $R$ is the Earth radius, $i_{r}$ represents the image resolution in DPI, and $I$ is the length of one inch ( $I=25.4 \mathrm{~mm}$ ). To create an overlay of the analyzed map and its reconstructed graticule, the coordinates $\left(X_{i}, Y_{i}\right)$ of the sampled meridian/parallel points need to be reduced

$$
\begin{aligned}
X_{i}^{\prime \prime} & =\chi_{i}\left(x_{k}\right)+X_{c}^{\prime}=q_{1, k} X_{i, k}-q_{2, k} Y_{i, k}+\Delta X_{k}, \\
Y_{i}^{\prime \prime} & =\gamma_{i}\left(x_{k}\right)+Y_{c}^{\prime}=q_{2, k} X_{i, k}+q_{1, k} Y_{i, k}+\Delta Y_{k},
\end{aligned}
$$

the shifts $\Delta X, \Delta Y$ are

$$
\begin{equation*}
\Delta X_{k}=X_{c}^{\prime}-q_{1, k} X_{c, k}+q_{2, k} Y_{c, k}, \quad \Delta Y_{k}=Y_{c}^{\prime}-q_{2, k} X_{c, k}+q_{1, k} Y_{c, k}, \tag{4.1}
\end{equation*}
$$

see Fig. 4.1. Estimating the values of $q_{1, k}, q_{2, k}$ at once instead of the series of increments at iteration $k$, brings a sufficient robustness against the initial guess $x_{0}$ as well as a low sensitivity to the discrepant scales of $P, P^{\prime}$ and the rotation $\alpha$. Entries of the Jacobian matrix $J\left(x_{k}\right)$ are partial derivatives of functions $\chi_{i}\left(x_{k}\right)$, $\gamma_{i}\left(x_{k}\right)$

$$
\begin{aligned}
\frac{\partial \chi_{k}}{\partial r}\left(\varphi_{i}, \lambda_{i}\right)= & {\left[\frac{\partial X_{k}}{\partial \cdot}\left(\varphi_{i}, \lambda_{i}\right)-\frac{1}{n} \sum_{l=1}^{n} \frac{\partial X_{k}}{\partial \cdot}\left(\varphi_{l}, \lambda_{l}\right)\right] q_{1, k} } \\
& -\left[\frac{\partial Y_{k}}{\partial \cdot}\left(\varphi_{i}, \lambda_{i}\right)-\frac{1}{n} \sum_{l=1}^{n} \frac{\partial Y_{k}}{\partial \cdot}\left(\varphi_{l}, \lambda_{l}\right)\right] q_{2, k}, \\
\frac{\partial \gamma_{k}}{\partial r}\left(\varphi_{i}, \lambda_{i}\right)= & {\left[\frac{\partial X_{k}}{\partial \cdot}\left(\varphi_{i}, \lambda_{i}\right)-\frac{1}{n} \sum_{l=1}^{n} \frac{\partial X_{k}}{\partial \cdot}\left(\varphi_{l}, \lambda_{l}\right)\right] q_{2, k} } \\
& +\left[\frac{\partial Y_{k}}{\partial \cdot}\left(\varphi_{i}, \lambda_{i}\right)-\frac{1}{n} \sum_{l=1}^{n} \frac{\partial Y_{k}}{\partial \cdot}\left(\varphi_{l}, \lambda_{l}\right)\right] q_{1, k},
\end{aligned}
$$

according to the determined parameters 3-8 of $x_{k}$. Some of them depend on the map projection $\mathbb{P}$, the other are independent. This technique brings a refinement of the hybrid method presented in [4].


Figure 4.1. The iteration process illustrates the convergence of $\phi\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right)$ to the optimizer $\widehat{x}=\left[89.79^{\circ}, 70.07^{\circ}\right]$ for the Eastern Hemisphere of the analyzed map in the Nicolosi globular projection (see Sec. 6.2).
4.1. Solving nonlinear least squares. Suppose the minimized function is $\phi(x)=\frac{1}{2} r^{\mathrm{T}}(x) r(x)$. The nonlinear least squares finds the optimizer $\widehat{x}$ associated with the projection $\mathbb{P}_{x}$. This task may be solved for the unlimited set of projections

$$
\widetilde{x}=\arg \min _{\forall \mathbb{P}_{x}} \phi(x) .
$$

For large residuals or ill-conditioned tasks, the hybrid methods combining the firstorder (Gauss-Newton) and second-order (quasi-Newton) methods provide an efficient solution. The map projection analysis represents a "small problem", $n \leqslant 10$; the over-determined system leads to the singular Jacobian matrix $J$. While the early maps provide large residuals, the current maps bring small (almost zero) residuals. For zero-residual problems the quadratic rate of convergence occurs, otherwise the superlinear convergence is guaranteed. This approach has been studied in many papers, for example in [1], [11], [18], [20], [31], for sparse nonlinear least squares in [19]. The equation

$$
\tau=\frac{\phi\left(x_{k}\right)-\phi\left(x_{k+1}\right)}{\phi\left(x_{k}\right)}
$$

indicates which actualization step will be taken. If $\tau>\tau_{\min }, B\left(x_{k+1}\right)$ is determined from the Gauss-Newton method, if $\tau<\tau_{\min }$ and $y_{k}^{\mathrm{T}} s_{k}>0$, the BFGS update is used:

$$
B\left(x_{k+1}\right)= \begin{cases}J^{\mathrm{T}}\left(x_{k+1}\right) J\left(x_{k+1}\right), & \tau>\tau_{\min },  \tag{4.2}\\ B\left(x_{k}\right)+\frac{y_{k} y_{k}^{\mathrm{T}}}{y_{k}^{\mathrm{T}} s_{k}}-\frac{B\left(x_{k}\right) s_{k} s_{k}^{\mathrm{T}} B^{\mathrm{T}}\left(x_{k}\right)}{s_{k}^{\mathrm{T}} B\left(x_{k}\right) s_{k}}, & \tau<\tau_{\min }, y_{k}^{\mathrm{T}} s_{k}>0\end{cases}
$$

where $\tau_{\min }=0.0001$, and $s_{k}=x_{k+1}-x_{k}, y_{k}=\nabla \phi\left(x_{k+1}\right)-\nabla \phi\left(x_{k}\right)$. Alternately, the structured methods combining the Gauss-Newton and variable-metric methods may be used; this approach has been studied in several papers, for example in [13], [29].

The optimal step has been found using both the trust-region (dog-leg method, iterative solution) and line search strategies. Comparing both strategies, the trust-region approach is more efficient (less iterations and failures) for the projection analysis; the hybrid method has a fast convergence rate. In general, 20 iterations are sufficient.

For the analyzed early map from Sec. 6.2, the fast convergence of $\phi\left(\varphi_{\mathrm{K}}, \lambda_{\mathrm{K}}\right)$ is visualized in Fig. 4.1. The reconstructed graticules of the estimated Nicolosi globular projection (close to the normal aspect) for iterations 2-8 can be found in Fig. 4.2.


Figure 4.2. Analysis of the early map projection using the trust region approach, iterations 2-8. The graticules of the Nicolosi globular projection for the Eastern Hemisphere are reconstructed from the current values of $x_{k}$.

## 5. Re-projection of the map

When working with various maps it is necessary to unify their map projections, unless their projections are identical or very similar. This leads to the sequence of re-projections of the analyzed map from its "native" projection to the destination projection. Typically, a projection associated with the national coordinate systems is preferred (e.g. the transverse Mercator or Lambert azimuthal projections). For maps without any information about the map projection, the above-mentioned analysis needs to be undertaken.

The current strategy of re-projection, based on the application of different types of transformations, is not applicable to large territories. It has only limited utilization for maps of small territories and cannot correct the impact of distortions. Increasing the territory size, its shape becomes less similar in different projections. Fig. 5.1 illustrates that these discrepancies cannot be corrected without a knowledge of the map projection equations. Finding the inverse projection is a crucial step of map re-projection.


Figure 5.1. Different shapes of territories in the Nicolosi globular and Mercator projections; the Nicolosi globular projection is extended for the entire planisphere.
5.1. Differential equations of inverse transformation. The nonsingular projection $\mathbb{P}$ between local coordinate systems $[\varphi, \lambda] \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \times(-\pi, \pi)$ of the sphere $\mathbb{S}^{2}$ and $[X, Y] \in \mathbb{R}^{2}$ of the plane is given by

$$
\begin{equation*}
X=X(\varphi, \lambda), \quad Y=Y(\varphi, \lambda) \tag{5.1}
\end{equation*}
$$

In accordance with Theorem 3.7, the inverse projection $\mathbb{P}^{-1}$ exists such that

$$
\begin{equation*}
\varphi=\varphi(X, Y), \quad \lambda=\lambda(X, Y) \tag{5.2}
\end{equation*}
$$

The differentials of coordinate functions are

$$
\mathbb{P}:\left[\begin{array}{c}
\mathrm{d} X  \tag{5.3}\\
\mathrm{~d} Y
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial X}{\partial \varphi} & \frac{\partial X}{\partial \lambda} \\
\frac{\partial Y}{\partial \varphi} & \frac{\partial Y}{\partial \lambda}
\end{array}\right]\left[\begin{array}{c}
\mathrm{d} \varphi \\
\mathrm{~d} \lambda
\end{array}\right], \quad \mathbb{P}^{-1}:\left[\begin{array}{c}
\mathrm{d} \varphi \\
\mathrm{~d} \lambda
\end{array}\right]=\left[\begin{array}{cc}
\frac{\partial \varphi}{\partial X} & \frac{\partial \varphi}{\partial Y} \\
\frac{\partial \lambda}{\partial X} & \frac{\partial \lambda}{\partial Y}
\end{array}\right]\left[\begin{array}{c}
\mathrm{d} X \\
\mathrm{~d} Y
\end{array}\right]
$$

From the equation for $\mathbb{P}$ in (5.3) the vector of the differentials of the spherical coordinates can be found using the inverse matrix

$$
\left[\begin{array}{l}
\mathrm{d} \varphi \\
\mathrm{~d} \lambda
\end{array}\right]=\frac{1}{D}\left[\begin{array}{cc}
\frac{\partial Y}{\partial \lambda} & -\frac{\partial X}{\partial \lambda} \\
-\frac{\partial Y}{\partial \varphi} & \frac{\partial X}{\partial \varphi}
\end{array}\right]\left[\begin{array}{l}
\mathrm{d} X \\
\mathrm{~d} Y
\end{array}\right],
$$

and, after a comparison,

$$
\frac{\partial Y}{\partial \lambda}=D \frac{\partial \varphi}{\partial X}, \quad \frac{\partial X}{\partial \lambda}=-D \frac{\partial \varphi}{\partial Y}, \quad \frac{\partial Y}{\partial \varphi}=-D \frac{\partial \lambda}{\partial X}, \quad \frac{\partial X}{\partial \varphi}=D \frac{\partial \lambda}{\partial Y},
$$

where

$$
\begin{equation*}
D=\frac{\partial X}{\partial \varphi} \frac{\partial Y}{\partial \lambda}-\frac{\partial X}{\partial \lambda} \frac{\partial Y}{\partial \varphi}, \quad \frac{1}{D}=\frac{\partial \varphi}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial \varphi}{\partial Y} \frac{\partial \lambda}{\partial X} . \tag{5.4}
\end{equation*}
$$

Matrix $\mathbb{P}$ columns are the tangent vectors of curves in the plane with the squares

$$
\begin{align*}
& \left(\frac{\partial \lambda}{\partial X}\right)^{2}+\left(\frac{\partial \lambda}{\partial Y}\right)^{2}=D^{2}\left[\left(\frac{\partial X}{\partial \varphi}\right)^{2}+\left(\frac{\partial Y}{\partial \varphi}\right)^{2}\right]  \tag{5.5}\\
& \left(\frac{\partial \varphi}{\partial X}\right)^{2}+\left(\frac{\partial \varphi}{\partial Y}\right)^{2}=D^{2}\left[\left(\frac{\partial X}{\partial \lambda}\right)^{2}+\left(\frac{\partial Y}{\partial \lambda}\right)^{2}\right] \tag{5.6}
\end{align*}
$$

their dot product is

$$
\begin{equation*}
\frac{\partial X}{\partial \varphi} \frac{\partial X}{\partial \lambda}+\frac{\partial Y}{\partial \varphi} \frac{\partial Y}{\partial \lambda}=-D^{2}\left(\frac{\partial \varphi}{\partial X} \frac{\partial \varphi}{\partial Y}+\frac{\partial \lambda}{\partial X} \frac{\partial \lambda}{\partial Y}\right) \tag{5.7}
\end{equation*}
$$

Definition 5.1. The quadratic differential form

$$
\mathrm{ds}^{2}=E \mathrm{~d} \varphi^{2}+2 F \mathrm{~d} \varphi \mathrm{~d} \lambda+G \mathrm{~d} \lambda^{2}
$$

is called the first fundamental form of the plane, where the factors $E, F, G$ are the left-hand sides of (5.5), (5.6), (5.7).

Remark 5.2. The first fundamental form of the sphere $F(\varphi, \lambda)=[R \cos \varphi \cos \lambda$, $R \cos \varphi \sin \lambda, R \sin \varphi]$ is the quadratic surface $\mathrm{ds}^{2}=R^{2} \mathrm{~d} \varphi^{2}+R^{2} \cos ^{2} \varphi \mathrm{~d} \lambda^{2}$. From their fraction the local linear scale in the meridian direction is

$$
h=\frac{\sqrt{E}}{R}
$$

the local linear scale in the parallel direction is

$$
k=\frac{G}{R \cos \varphi},
$$

and the aerial scale is

$$
\begin{equation*}
P=\frac{D}{R^{2} \cos \varphi} \tag{5.8}
\end{equation*}
$$

Substituting this into (5.5) and (5.6) leads to

$$
\begin{align*}
& \left(\frac{\partial \varphi}{\partial X}\right)^{2}+\left(\frac{\partial \varphi}{\partial Y}\right)^{2}=\left(\frac{k}{R P}\right)^{2}  \tag{5.9}\\
& \left(\frac{\partial \lambda}{\partial X}\right)^{2}+\left(\frac{\partial \lambda}{\partial Y}\right)^{2}=\left(\frac{h}{R P \cos \varphi}\right)^{2} \tag{5.10}
\end{align*}
$$

Definition 5.3. The nonlinear partial differential equations (5.9), (5.10) for functions (5.2) are the equations of the inverse projection.

For $\partial \varphi / \partial X, \partial \varphi / \partial \lambda$ determined from Eq. (5.9) the problem may be simplified. Using the reciprocal form of (5.8)

$$
\frac{1}{P R^{2} \cos \varphi}=\frac{1}{D}=\frac{\partial \varphi}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial \varphi}{\partial Y} \frac{\partial \lambda}{\partial X},
$$

the linear partial differential equation of the inverse function is

$$
\begin{equation*}
R^{2} P \cos \varphi\left(\frac{\partial \varphi}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial \varphi}{\partial Y} \frac{\partial \lambda}{\partial X}\right)=1 \tag{5.11}
\end{equation*}
$$

Alternatively, the area of the infinitesimal quadrangle is given by

$$
\mathrm{d} A=R^{2} \cos \varphi \mathrm{~d} \varphi \mathrm{~d} \lambda
$$

For the longitude extent of $\Delta \lambda=\lambda_{2}-\lambda_{1}=1$ we have

$$
\frac{\mathrm{d} \varphi}{\mathrm{~d} A}=\frac{1}{R^{2} \cos \varphi}
$$

and

$$
\frac{1}{P}=\frac{\partial A}{\partial \varphi} \frac{\partial \varphi}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial A}{\partial \varphi} \frac{\partial \varphi}{\partial Y} \frac{\partial \lambda}{\partial X}=\frac{\partial A}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial A}{\partial Y} \frac{\partial \lambda}{\partial X}
$$

this leads to the linear partial differential equation of the inverse function

$$
\begin{equation*}
P\left(\frac{\partial A}{\partial X} \frac{\partial \lambda}{\partial Y}-\frac{\partial A}{\partial Y} \frac{\partial \lambda}{\partial X}\right)=1 \tag{5.12}
\end{equation*}
$$

5.2. Straightforward inverse. For most map projections the solution of partial differential equations is nontrivial, so the straightforward inverse of the coordinate functions is more appropriate. Unfortunately, for transcendent equations only the numerical solution is available (e.g. Newton-Raphson method). Here are examples of commonly used families of map projections and their inverses. For the cylindrical projection

$$
(X, Y)=(F(\lambda), c G(\varphi)), \quad c \in[0,1],
$$

its inverse has the simple form of

$$
(\varphi, \lambda)=\left(G^{-1}\left(\frac{Y}{c}\right), F^{-1}(X)\right)
$$

For the azimuthal projection

$$
\begin{equation*}
(X, Y)=(\varrho \sin \lambda, \varrho \cos \lambda), \tag{5.13}
\end{equation*}
$$

where $\varrho=f(\psi), \psi=\frac{1}{2} \pi-\varphi$, the inverse is

$$
\begin{equation*}
\lambda=\arctan \frac{X}{Y}, \quad \psi=f^{-1}(\varrho), \quad \varrho=\sqrt{X^{2}+Y^{2}} \tag{5.14}
\end{equation*}
$$

For the conic projection

$$
\begin{equation*}
(X, Y)=\left(\varrho \sin \delta, \varrho_{0}-\varrho \cos \delta\right) \tag{5.15}
\end{equation*}
$$

where $\varrho=f(\varphi), \delta=c \lambda$, we have

$$
\begin{equation*}
\delta=\arctan \frac{X}{\Delta Y}, \quad \varrho=\sqrt{X^{2}+\Delta Y^{2}} \tag{5.16}
\end{equation*}
$$

and $\Delta Y=\varrho_{0}-Y$. Its inverse is written as

$$
(\varphi, \lambda)=\left(f^{-1}(\varrho), \frac{\delta}{c}\right)
$$

The pseudocylindrical projection

$$
(X, Y)=(F(\varphi, \lambda), G(\varphi))
$$

has a simple form of inverse

$$
(\varphi, \lambda)=\left(G^{-1}(Y), F^{-1}(\varphi, X)\right)
$$

For its equal area variant

$$
(X, Y)=(F(\varphi, \lambda, \theta), G(\varphi, \theta)), \quad f(\varphi, \theta)=0
$$

the arbitrary condition is rewritten to $\varphi=f^{-1}(\theta)$ and $\theta$ is determined using the Newton-Raphson method

$$
\theta_{i+1}=\theta_{i}-\frac{h(\theta)}{h^{\prime}(\theta)}, \quad h(\theta)=G\left(f^{-1}(\theta), \theta\right)-Y=0
$$

Finally,

$$
(\varphi, \lambda)=\left(g(\theta), F^{-1}(\varphi, X)\right)
$$

The general form of the pseudoconic projection is analogous to (5.15), where $\varrho=$ $f(\varphi), \delta=g(\varphi, \lambda)$. The polar coordinates $\varrho, \delta$ are evaluated from (5.16), the inverse form is

$$
(\varphi, \lambda)=\left(f^{-1}(\varrho), g^{-1}(\varphi, \delta)\right) .
$$

The general form of the pseudoazimuthal projection is analogous to (5.13), where $\varrho=f(\psi), \delta=g(\varphi, \lambda)$. The polar coordinates $\varrho, \delta$ can be evaluated from (5.14), the inverse projection is

$$
(\varphi, \lambda)=\left(\frac{\pi}{2}-f^{-1}(\varrho), g^{-1}(\varphi, \delta)\right)
$$

For a polyconic projection

$$
(X, Y)=(\varrho \sin \delta, S+\varrho(1-\cos \delta))
$$

where $\varrho=f(\varphi)$, a $\delta=g(\varphi, \lambda), S=h(\varphi)$, using the substitution $\Delta Y=S+\varrho-Y$, we obtain

$$
\varrho^{2}=X^{2}+\Delta Y^{2}
$$

The latitude $\varphi$ may be determined from

$$
\varphi_{i+1}=\varphi_{i}-\frac{H(\varphi)}{H^{\prime}(\varphi)}, \quad H(\varphi)=X^{2}+\Delta Y^{2}-\varrho^{2}=X^{2}+(S+\varrho-Y)^{2}-\varrho^{2}
$$

where $S, \varrho$ are determined from (5.16) and

$$
\lambda=g^{-1}(\varphi, \delta)
$$

For some families of projections, where $X=F(\varphi, \lambda), Y=G(\varphi, \lambda)$, typically globular or nonclassified projections, there is no general scheme to find their inverse; each projection is processed individually.
5.3. Re-projection of the map. The analyzed map projection $\mathbb{P}_{1}$ is given by the equations

$$
\begin{equation*}
(X, Y)=\left(F_{1}(\varphi, \lambda), G_{1}(\varphi, \lambda)\right) \tag{5.17}
\end{equation*}
$$

its inverse $\mathbb{P}_{1}^{-1}$ can be found in the form:

$$
\begin{equation*}
(\varphi, \lambda)=\left(F_{1}^{-1}(X, Y), G_{1}^{-1}(X, Y)\right) . \tag{5.18}
\end{equation*}
$$

During the re-projection, the map in the source projection $\mathbb{P}_{1}$ is transformed to the unified (e.g. destination) projection $\mathbb{P}_{2}$. This procedure can be written as

$$
\begin{align*}
(x, y) & =\left(F_{2}(\varphi, \lambda), G_{2}(\varphi, \lambda)\right)  \tag{5.19}\\
& =\left(F_{2}\left(F_{1}^{-1}(X, Y), G_{1}^{-1}(X, Y)\right), G_{2}\left(F_{1}^{-1}(X, Y), G_{1}^{-1}(X, Y)\right)\right) .
\end{align*}
$$

For the oblique aspect of the projection it consists of three substeps: $(X, Y) \rightarrow$ $\left(\varphi^{\prime}, \lambda^{\prime}\right) \rightarrow(\varphi, \lambda) \rightarrow(x, y)$. The inverse of $\mathbb{P}_{1}$ can be found using the above-mentioned formulas.

## 6. Experiments And RESULTS

In this section the above-mentioned principles will be illustrated on the early map analysis and finding the inverse projections. While the differential equations for the inverse transformation are solved for the stereographic projection (relatively simple form of coordinate functions), the straightforward approach is used for the Nicolosi projection. Both projections (stereographic projection in the transverse aspect) frequently used for early maps have an analogous shape of the graticule. For the analyzed world map in the planisphere created in the Nicolosi projection, its new equations extended for the entire planisphere as well as its inverse will be derived. Subsequently, the early map will be re-projected to the Mercator projection used in Open Street Maps.
6.1. Inverse of the stereographic projection. Stereographic projection has been used in two hemispheres for world maps since the time of Ancient Greece.

Definition 6.1. The stereographic projection is a central projection of the sphere $\mathbb{S}^{2}$ from a viewing point $Q$ to the tangent (or parallel) plane $\sigma$ in the point opposite to $Q$.

Theorem 6.2. The coordinate functions of the stereographic projection of the sphere $\mathbb{S}^{2}$ given by the radius $R$ from its South Pole to a plane tangent in the North Pole are

$$
\begin{equation*}
(X, Y)=(\varrho \sin \lambda, \varrho \cos \lambda), \quad \varrho=2 R \tan \left(\frac{\pi}{4}-\frac{\varphi}{2}\right) \tag{6.1}
\end{equation*}
$$

It represents a conformal projection, where

$$
h=k=\frac{1}{\cos ^{2}(\pi / 4-\varphi / 2)}, \quad P=h^{2}=\frac{1}{\cos ^{4}(\pi / 4-\varphi / 2)} .
$$

Substituting this into (5.9) and (5.10), the differential equations of the inverse stereographic projection are

$$
\begin{align*}
& \left(\frac{\partial \varphi}{\partial X}\right)^{2}+\left(\frac{\partial \varphi}{\partial Y}\right)^{2}=\left(\frac{1+\sin \varphi}{2 R}\right)^{2}  \tag{6.2}\\
& \left(\frac{\partial \lambda}{\partial X}\right)^{2}+\left(\frac{\partial \lambda}{\partial Y}\right)^{2}=\frac{1}{\varrho^{2}} \tag{6.3}
\end{align*}
$$

On (6.3) the right-hand side is a constant

$$
\left(\frac{\partial \lambda}{\partial X}\right)^{2}+\left(\frac{\partial \lambda}{\partial Y}\right)^{2}=c^{2}
$$

After the substitution $\partial \lambda / \partial x=a$, we obtain

$$
\frac{\partial \lambda}{\partial Y}=\sqrt{c^{2}-a^{2}}
$$

and

$$
\lambda=a X+\sqrt{c^{2}-a^{2}} Y+b
$$

where $b \in \mathbb{R}$ is a constant. The single-parameter system of planes with a normal vector ( $a, \sqrt{c^{2}-a^{2}},-1$ ), which forms a constant angle with the $Z$ axis

$$
\sin \varphi=\frac{1}{\sqrt{c^{2}+1}}\left(a, \sqrt{c^{2}-a^{2}},-1\right) \cdot(0,0,1)=\frac{-1}{c^{2}+1}
$$

represents a conical surface, $\cos \varphi=c / \sqrt{c^{2}+1}$ and $1 / \tan \varphi=c$. Rotating the line $\lambda-b=c X$ leads to

$$
(\lambda-b)^{2}=c^{2}\left(X^{2}+Y^{2}\right)
$$

where $b=R$, its parametric equations are

$$
(X, Y, Z)=\left(u \frac{\sin \lambda}{\tan \varphi}, u \frac{\cos \lambda}{\tan \varphi}, R+\frac{u}{\tan \varphi}\right)
$$

where $u>0$. Hence, the inverse equation for $\lambda$ is

$$
\lambda=\arctan \frac{X}{Y}
$$

For the second coordinate function (6.2), using the substitution $t=-a X-b Y$, we obtain

$$
\frac{\partial \varphi}{\partial X}=\frac{\partial \varphi}{\partial t} \frac{\partial t}{\partial X}=-a \frac{\partial \varphi}{\partial t}, \quad \frac{\partial \varphi}{\partial Y}=\frac{\partial \varphi}{\partial t} \frac{\partial t}{\partial Y}=-b \frac{\partial \varphi}{\partial t} .
$$

The back substitution brings the differential equation

$$
\left(\frac{\partial \varphi}{\partial t}\right)^{2}\left(a^{2}+b^{2}\right)=\frac{(1+\sin \varphi)^{2}}{4 R^{2}}
$$

with the solution

$$
\begin{aligned}
\int \frac{\mathrm{d} \varphi}{1+\sin \varphi} & =\frac{1}{2 R \sqrt{a^{2}+b^{2}}} \int \mathrm{~d} t+c, \\
\tan \left(\frac{\pi}{4}-\frac{\varphi}{2}\right) & =-\frac{a x+b y}{2 R \sqrt{a^{2}+b^{2}}}+c
\end{aligned}
$$

where the initial condition is $\varphi=\pi / 2 \Rightarrow c=0$. Because

$$
\frac{1}{\sqrt{a^{2}+b^{2}}}(a, b)=\frac{1}{\varrho}(x, y)
$$

is the normalized gradient of contours, we have

$$
\tan \left(\frac{\pi}{4}-\frac{\varphi}{2}\right)=-\frac{x^{2}+y^{2}}{2 R \sqrt{x^{2}+y^{2}}}=-\frac{\varrho}{2 R}
$$

and the inverse equation for $\varphi$ is

$$
\varphi=\frac{\pi}{2}-2 \arctan \frac{\varrho}{2 R} .
$$

Theorem 6.3. The inverse of the stereographic projection given by (6.1) is represented by the equations

$$
\varphi=\frac{\pi}{2}-2 \arctan \frac{\varrho}{2 R}, \quad \lambda=\arcsin \frac{X}{\varrho}, \quad \lambda=\arccos \frac{Y}{\varrho}, \quad \varrho^{2}=X^{2}+Y^{2} .
$$

6.2. Analysis of the early map projection. The analyzed map "Planisphere, ou Carte Generale du Monde" assigned to the French geographer Duval (1619-1683), see Fig. 6.1, was created in 1676. His uncle, the famous cartographer Nicolas Sanson (1600-1667), is well-known as the inventor of several map projections (Samson's pseudocylindrical). This world map in two hemispheres uses the Nicolosi projection in the normal aspect with the shifted central meridian. Due to graphical inaccuracies of the map frame, the graticule, as well as the lack of solid geometric and geodesic bases, some discrepancies of the determined parameters are expected. The oblique aspect of the map is expected to be close to the normal one. The analyzed map is slightly rotated at the angle $\alpha \doteq 0.5^{\circ}$.


Figure 6.1. The analyzed map"Planisphere, ou Carte Generale du Monde" in the Nicolosi globular projection.

The Nicolosi globular projection discovered by the Persian geographer Abū Rayḥān Muhammad ibn Ahmad al-Bīrūnī (973-1048) was reinvented by the Italian geographer Giovanni Battista Nicolosi (1610-1676). Since the hemisphere was represented by a circle, the meridian/parallel are the circular arcs centered at the central meridian/equator, the projection was simple to construct and easy to use. The hemisphere projects as the circle centered at $O$ with the radius $R=1$; see Fig. 6.2. The image of the prime meridian (involving the North and South Poles) is the circle diameter, the perpendicular diameter is represented by the equator. The remaining meridians and parallels are circular arcs centered at $A B, C D$, where the series of intersections at $A B$ and $C D$ are equidistant.


Figure 6.2. Geometric description of the Nicolosi globular projection.
Images of parallels. Let us denote by $t \in\langle 0,1\rangle$ the distance of the lowest point of the arc from the center $O$. Hence, the image of the parallel of latitude $\varphi$ passes through points $S_{3}=[0, t]$ and $S_{2}=[\cos \varphi, \sin \varphi]$. The arc center $C_{p}=[0, m]$ is the intersection of $y=A B$ and the axis of $S_{3}, S_{2}$, where

$$
m=\frac{1-t^{2}}{2(\sin \varphi-t)}
$$

The relationship between $t$ and $\varphi$ is determined from the direct proportionality $\varphi$ : $\frac{\pi}{2}=t: 1$. The arc radius is

$$
r=m-t
$$

Images of meridians. They pass through the poles $A, B$, the next point $S_{1}=$ $[s, 0]$ lies on $x=C D$, the distance from $O$ is denoted as $s \in\langle 0,1\rangle$. The arc center
$C_{m}=[n, 0]$ is the intersection of $x$ and the axis $A S_{1}$, where

$$
\begin{equation*}
n=\frac{s^{2}-1}{2 s} \tag{6.4}
\end{equation*}
$$

The relationship between $s$ and $\lambda$ is determined from the direct proportionality $\lambda: \frac{\pi}{2}=s: 1$ and the arc radius is

$$
r^{\prime}=s+|n|=\frac{1+s^{2}}{2 s}
$$

To find the intersection of the meridian and parallel arcs, solve the system of equations

$$
\begin{equation*}
(x-n)^{2}+y^{2}=1+n^{2}, \quad x^{2}+(y-m)^{2}=(m-t)^{2}, \tag{6.5}
\end{equation*}
$$

where $x$ can be found from the quadratic equation

$$
\begin{aligned}
\left(4 m^{2}\right. & \left.+4 n^{2}\right) x^{2}+\left(4 n+8 m n t-4 n t^{2}+8 m n^{2}\right) x \\
& +m^{2}\left(1+4 m^{2} t^{2}+4 m t-2 t^{2}-4 m t^{3}-4 m^{2}\right)=0
\end{aligned}
$$

The second coordinate $y$ is evaluated using the back substitution to (6.5). Considering the projection symmetry to $A B, C D$, then $x, y$ take the signs of $\lambda, \varphi$. For the sphere with the radius $R$, the Nicolosi projection equations are written as

$$
X=R x, \quad Y=R y
$$

It is interesting that the derived formulas generalize the Nicolosi globular projection for the entire planisphere, see Fig. 5.1. With regard to the projection equations, a numerical differentiation for the Jacobian matrix entries is recommended.

Results of the analysis. For the analysis, 32 identical points in the Western Hemisphere and 37 points in the Eastern Hemisphere, the intersections of meridians and parallels, where $\Delta \varphi=\Delta \lambda=30^{\circ}$, were collected. The iteration process for the Eastern Hemisphere can be found in Figs. 4.1, 4.2, the results of both hemispheres are summarized in Tab. 1. Both the hemispheres achieved consistent results, the Nicolosi globular projection close to the normal aspect and the azimuthal equidistant projection close to the transverse aspect are recommended as the best two candidates. The central meridian is shifted by $\lambda_{0}^{\prime}=-110^{\circ}$ for the Western and $\lambda_{0}^{\prime}=70^{\circ}$ for the Eastern Hemispheres. In the normal aspect, $\lambda_{\mathrm{K}}$ and $\lambda_{0}$ are linearly dependent; the central meridian shift $\lambda_{0}$ may be compensated by changing $\lambda_{K}$. For the estimated

| \# | \# Projection | Family | $\phi$ | $R^{\prime}$ | $\varphi_{\mathrm{K}}$ | $\lambda_{\mathrm{K}}$ | $\varphi_{1}^{\prime}$ | $\varphi_{2}^{\prime}$ | $\lambda_{0}^{\prime}$ | $S$ | $\alpha$ | $\kappa$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eastern Hemisphere |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | Nicolosi | Globular | $3.82 \cdot 10^{2}$ | 473.57 | 89.79 | 70.07 | x | x | 0.00 | 159120098 | -0. | . 00 |
| 2 | Equidistant | Azimuthal | $5.22 \cdot 10^{3}$ | 473.36 | $-0.23$ | 69.96 | x | x | 0.00 | 159191568 | -0. | . 00 |
| 3 | Far side | Azimuthal | $5.28 \cdot 10^{3}$ | 469.43 | -0.21 | 69.89 | x | x |  | 160521989 | -0.23 |  |
| 4 | La Hire | Azimuthal | $5.34 \cdot 10^{3}$ | 466.72 | $-0.22$ | 69.92 | x | x | 0.00 | 161456124 | -0.2 |  |
| 5 | Equidistant | Conic | $5.83 \cdot 10^{3}$ | 473.34 | 0.09 | 69.94 | 85.00 | 13.78 | 0.00 | 159195885 | -0.2 | . 00 |
| Western Hemisphere |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | Nicolosi | Globular | $3.02 \cdot 10^{2}$ | 473.18 | 89.9 | -110.30 | x | x | 0.00 | 59259930 | -0.4 |  |
| 2 | Equidistant | Azimuthal | $4.34 \cdot 10^{3}$ | 472.79 |  | -111.12 | x | x | 0.00 | 159381611 | -0.4 | . 00 |
| 3 | Far side | Azimuthal | $4.35 \cdot 10^{3}$ | 469.90 | 0.1 | -111.16 | x | x | 0.00 | 160362105 | -0. |  |
| 4 | La Hire | Azimuthal | $4.44 \cdot 10^{3}$ | 466.16 | 0.10 | -111.07 | x | x | 0.00 | 161650167 | -0. | . 00 |
| 5 | 5 Equidistant | Conic | $4.83 \cdot 10^{3}$ | 472.78 | 0.49 | -111.18 | 85.00 | $-57.95$ | 0.00 | 159386846 | -0.44 | 0.00 |

Table 1. The analyzed map: 5 best-fit projections sorted according to the objective function $\phi$ values for the Eastern and Western Hemispheres. The symbol x indicates that a projection does not use true parallels.
map scale $S \doteq 1: 160000000$ (refers to $R=6380 \mathrm{~km}$, and $i_{r}=300 \mathrm{DPI}$ ), the residuals are below the graphical accuracy of the analyzed map and provide a good fit. While the Western Hemisphere is rotated by the angle $\alpha=-0.43^{\circ}$, the Eastern Hemisphere is rotated by $\alpha=-0.23^{\circ}$. The early map graticule reconstructed from the vector $x$ of the estimated parameters can be found in Fig. 6.3.


Figure 6.3. The reconstructed graticule of the analyzed map in the Nicolosi globular projection, Eastern and Western Hemispheres.
6.3. Inverse of the projection. For the re-projection of the analyzed map to the sphere, the inverse form of the Nicolosi globular projection needs to be found. Due to the complexity of the coordinate functions $F, G$, the straightforward inverse will be used. Initially, the reduced coordinates on the unit sphere $\mathbb{S}^{2}$ are

$$
x=\frac{X}{R}, \quad y=\frac{Y}{R} .
$$

From (6.4) and (6.5) we get

$$
1-2 s n-s^{2}=0, \quad x^{2}+y^{2}+2 n x=1,
$$

where $s$ can be found from the quadratic equation

$$
x s^{2}+\left(1-x^{2}-y^{2}\right) s-x=0
$$

and the longitude $\lambda=\frac{1}{2} \pi s$ takes the sign of $X$. From (6.5) the transcendental equation for $\varphi$

$$
\begin{aligned}
H(\varphi)^{2} & =x^{2}+y^{2}+2 m(t-y)-t^{2}=0 \\
& =\left(x^{2}+y^{2}\right)(\pi \sin \varphi-2 \varphi) \pi+4 \varphi^{2}(Y-\sin \varphi)+2 \pi \varphi-\pi^{2} y
\end{aligned}
$$

is solved using the Newton-Raphson method

$$
H_{\varphi}^{\prime}=\left(x^{2}+y^{2}\right)(\pi \cos \varphi-2) \pi+8 \varphi(y-\sin \varphi)-4 \varphi^{2} \cos \varphi+2 \pi .
$$

Hence, the pixel coordinates $\left(X_{i}, Y_{i}\right)$ of the raster in projection $\mathbb{P}_{1}$ are transformed to the unit sphere $\mathbb{S}^{2}:\left(\varphi_{i}, \lambda_{i}\right)=\left(F_{1}^{-1}\left(X_{i}, Y_{i}\right), G_{1}^{-1}\left(X_{i}, Y_{i}\right)\right)$.
6.4. Re-projection of the map. The final step is represented by the reprojection of the analyzed map from the sphere $\mathbb{S}^{2}$ to the destination projection $\mathbb{P}_{2}$. Due to the fact that the Open Street Maps have been used as the reference maps, $\mathbb{P}_{2}$ refers to the Web Mercator (EPSG 3857) given by the coordinate functions

$$
(x, y)=\left(R \lambda \cos \varphi_{1}, R \ln \left[\tan \left(\frac{\varphi}{2}+\frac{\pi}{4}\right)\right]\right)
$$

where $\varphi_{1}=50^{\circ}$. Any pixel $\left(\varphi_{i}, \lambda_{i}\right)$ on $\mathbb{S}^{2}$ is re-projected to $\mathbb{P}_{2}$ so that: $\left(x_{i}, y_{i}\right)=$ $\left(F_{2}\left(\varphi_{i}, \lambda_{i}\right), G_{2}\left(\varphi_{i}, \lambda_{i}\right)\right)$. Because of singularities, all pixels of the latitude $\left|\varphi_{i}\right|>80^{\circ}$ are omitted from the transformation. The re-projected map in the Mercator projection in Fig. 6.4 illustrates the lack of solid geodesic bases, the shapes of continents are stretched in the east-west direction. This typical issue due to the uncertainty in


Figure 6.4. A comparison of the analyzed map in the Nicolosi globular projection reprojected to the Mercator projection and the outlines of the continents in Open Street Maps; the continents are stretched in the east-west direction.
longitude was corrected with the invention of the precise marine chronometer (John Harrison, 1761).
6.5. Software detectproj. All proposed detection techniques and re-projection methods have been implemented in the new detectproj software. Currently, more than 100 map projections are supported, several inverse projection inverses are newly derived. The source code, written in Java and distributed under GNU/GPL2 license is available free of charge at

```
https://sourceforge.net/projects/detectproj/.
```

The software allows you to perform real-time analysis, two detection methods and three optimization techniques are supported. Because of user friendliness, all computations run in a separate thread. The determined parameters of the map projection can be visualized and used for the graticule reconstruction. As the background layer, the Mercator projection, to which the analyzed map may be re-projected, is used.

## 7. Conclusion

This article presented a new approach for automated map projection analysis, its inverse and re-projection. The above-mentioned methods are general, they can be applied to any map. An important role is played by the size of the analyzed territory, its location and shape. For the geographic extent $\Delta \varphi=\Delta \lambda<3^{\circ}$ it is almost impossible to determine the projection clearly; there are multiple candidates. The detection problem leads to unconstrained optimization solved using the nonlinear least squares. For reliable results, 10 identical points located over the entire map with a positional accuracy of better than 3 mm are required [4].

For the map projection inverse, the partial differential equations are derived. Since finding the closed-form solution is quite difficult the straightforward inverse of their coordinate functions is more suitable. These formulas may be used for the re-projection of the analyzed map to the destination coordinate system of current digital maps. Both approaches are illustrated for finding the inverse form of the Nicolosi globular and stereographic projections.
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