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BARTZ-MARLEWSKI EQUATION WITH GENERALIZED
LUCAS COMPONENTS

Hayder R. Hashim

Abstract. Let {Un} = {Un(P,Q)} and {Vn} = {Vn(P,Q)} be the Lucas
sequences of the first and second kind respectively at the parameters P ≥ 1
and Q ∈ {−1, 1}. In this paper, we provide a technique for characterizing the
solutions of the so-called Bartz-Marlewski equation

x2 − 3xy + y2 + x = 0 ,
where (x, y) = (Ui, Uj) or (Vi, Vj) with i, j ≥ 1. Then, the procedure of this
technique is applied to completely resolve this equation with certain values of
such parameters.

1. Introduction

The Lucas sequences {Un} and {Vn} are defined by the following recurrences:

U0 = 0, U1 = 1, Un = PUn−1 −QUn−2 ,(1)

V0 = 2, V1 = P, Vn = PVn−1 −QVn−2 ,(2)

where n ≥ 2 and gcd(P,Q) = 1. In fact, these sequences are simply called the
Lucas sequences, and their numbers are called the generalized Lucas numbers. With
certain values of P and Q, these sequences describe well known binary recurrence
sequences, e.g. Vn(1,−1) = Ln, Un(1,−1) = Fn, Un(2,−1) = Pn, Vn(2,−1) = Qn,
Un(1,−2) = Jn, Vn(1,−2) = J̄n, Un(6, 1) = Bn and Vn(6, 1) = B̄n that respectively
represent the nth terms of the sequences of Lucas, Fibonacci, Pell, Pell-Lucas,
Jacobsthal, Jacobthal-Lucas, Balacing and Balacing-Lucas numbers. One of the
interesting results related to these sequences is presented by the identity

V 2
n = DU2

n + 4Qn ,

where D = P 2 − 4Q denotes the discriminant of the sequences. For more details
related to these sequences and their properties, one can see e.g. [5] and [8].

In fact, nowadays many authors have investigated the solutions of some Dio-
phantine equations (that have infinity many solutions over rational integers) in the
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numbers of some types of Lucas sequences. For instance, Luca and Srinivasan [6]
completely solved the so-called Markoff equation

(3) x2 + y2 + z2 = 3xyz ,

where (x, y, z) = (Fi, Fj , Fk) under the condition that i, j, k ≥ 2 and i ≤ j ≤ k.
Furthermore, Togbé, Kafle and Srinivasan [4] obtained the triples (Pi, Pj , Pk)
that satisfy equation (3) under the same conditions. Recently with Tengely [2],
we investigated the positive solutions with Fibonacci terms for the Jin-Schmidt
equation, which is a generalization of equation (3). Moreover, with Szalay, Tengely
[3] we studied the solutions (x, y, z) = (Ui, Uj , Uk) or (Vi, Vj , Vk) with i, j, k ≥ 1 of
another generalization of Markoff equation that is called the Markoff-Rosenberger
equation. One can find such results in relation to the Markoff equation and its
generalizations in [9]. In this paper, we deal with an other Diophantine equation
that has the form

x2 − kxy + y2 + x = 0 for some k ∈ N ,

which was originally noticed in 1999 by Marlewski and his student Bartz [1] while
working on solutions of some problems during the LI Mathematical Olympiad.
Indeed, with some computer experiments, they observed that the latter equation
has infinitely many solutions in the positive integers x and y with k = 3. This
observation remained as a conjecture until 2004 in which Marlewski and Zarzycki
[7] used the Pell equation theory with some Computer Algebra System called
(DERIVE 5) to prove the validity of this observation and conjecture. Respecting
to the original founders of the observation, here we call the following equation by
the Bartz-Marlewski equation:

(4) x2 − 3xy + y2 + x = 0 .

Therefore, in this paper we mainly give a technique for investigating the solutions
(x, y) = (Ui, Uj) or (Vi, Vj) with i, j ≥ 1 of the Bartz-Marlewski equation (4) where
P ≥ 1 and Q = ±1. For the simplicity of presenting our results, we assume that
D > 1. Our argument is mainly based on bounding the values of the indices i and
j. Indeed, as applications we show that if (x, y) = (Vi, Vj) is a solution of equation
(4) then a nonzero upper bounds for i and j can be effectively determined only
with 1 ≤ P ≤ 20;Q = −1 and 1 ≤ P ≤ 21;Q = 1. Furthermore, with these ranges
of parameters we investigated the set of solutions of equation (4). On the other
hand, if the pair (x, y) = (Ui, Uj) satisfies equation (4) then we show that i ≤ 2
with P ≥ 22;Q = −1 and P ≥ 21;Q = 1. Here, we also determine the complete set
of such solutions.

2. Auxiliary results

Here, we present some results concerning the Lucas sequences that we use later
in the proofs of our main results. In fact, the characteristics polynomial of any of
these sequences is defined by

X2 − PX +Q = 0 ,
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whose roots are
α = P +

√
D

2 and β = P −
√
D

2 ,

which clearly lead to the following facts: α =
√
D + β and α = P − β. Hence, the

general terms of the Lucas sequences can be written in the following forms which
are called by Binets formulas:

(5) Un = αn − βn

α− β
for n ≥ 0 ,

and
(6) Vn = αn + βn for n ≥ 0 .

Lemma 1. If P ≥ 1 and Q = ±1 such that D > 1, then α > 1 and β = Q
α .

Proof. The first statement can be easily justified since P ≥ 1 and D > 1. Hence,

α = P +
√
D

2 > 1 .

However, in order to prove the second statement, we start from the right hand side,
i.e.

Q

α
= Q

P+
√
D

2

= 2Q
P +

√
D

= 2Q
P +

√
D
· P −

√
D

P −
√
D

= 2Q(P −
√
D)

P 2 −D
= 2Q(P −

√
D)

4Q = P −
√
D

2
= β ,

and this completes the proof of Lemma 1. �

Note that for later use and the simplicity of presenting our results, we also
assume that αI > 1 for any I ∈ Z.

Remark 1. Suppose that Tn represents the general term of the Lucas sequences
Un or Vn. To determine all the pairs (x, y) = (Ti, Tj) with i, j ≥ 1 satisfying the
Bartz-Marlewski equation (4), the first step in our argument is mainly based on
computing upper bounds for i and j (such that 1 ≤ i ≤ j). Therefore, to resolve
the equation completely dropping out the condition that i ≤ j, we have to apply
this argument on the following equations separately:

X2 − 3XY + Y 2 +X = 0 ,(7)

X2 − 3XY + Y 2 + Y = 0 ,(8)
where (X,Y ) = (Ti, Tj) with 1 ≤ i ≤ j. In fact, one can easily observe that
the complete set of solutions of equation (8) can be defined by the set {(b, a) :
(a, b) is a solution of equation (7)}. Therefore, later in the proofs of our results we
mainly apply our argument on equation (7) and obtain the complete set of its
solutions, and then the solutions of equation (8) can be determined easily. Finally,
the complete set of solutions of the Bartz-Marlewski equation is derived from all
the obtained solutions of the latter equations for which they satisfy equation (4).
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3. Main results

Theorem 1. Let P ≥ 1 and Q ∈ {−1, 1} such that D > 1. If (x, y) = (Ui, Uj)
with j ≥ i ≥ 1 is a solution of equation (4), then

(9) i <
ln |21D|

ln |α| = `1 and j < µ1 ,

where µ1 = 3`1. Furthermore, if P ≥ 22;Q = −1 and P ≥ 21;Q = 1, then i ≤ 2.

Proof. Following the conclusion of Remark 1, we mainly deal with the equation

(10) U2
i − 3UiUj + U2

j + Ui = 0 .

We firstly insert the corresponding Binet’s formulas defined in (5) in the latter
equation to obtain(

αi − βi

α− β

)2

− 3
(
αi − βi

α− β

)(
αj − βj

α− β

)
+
(
αj − βj

α− β

)2

+
(
αi − βi

α− β

)
= 0 ,

which can be further written as

(11) 1
D

(αi − βi)2 − 3
D

(αi − βi)(αj − βj) + 1
D

(αj − βj)2 + 1√
D

(αi − βi) = 0

since
√
D = α− β. Simplifying equation (11) gives that

1
D
α2j = 1

D

(
− α2i + 2αiβi − β2i + 3αi+j − 3αiβj − 3αjβi + 3βi+j + 2αjβj

− β2j)+ 1√
D

(
− αi + βi

)
.

From Lemma 1, we have that β = Q
α . Hence, we obtain that

1
D
α2j = 1

D

(
− α2i + 2αi

(
Q

α

)i
−
(
Q

α

)2i
+ 3αi+j − 3αi

(
Q

α

)j
− 3αj

(
Q

α

)i
+ 3

(
Q

α

)i+j
+ 2αj

(
Q

α

)j
−
(
Q

α

)2j )
+ 1√

D

(
− αi +

(
Q

α

)i )
.

Taking the absolute values for both sides of the latter equation with using the facts
that Q = ±1 (i.e. |Q| = 1) and D > 1 (i.e

√
D > 1) leads to∣∣∣∣ 1

D
α2j
∣∣∣∣ < ∣∣−α2i∣∣+ 2 +

∣∣−α−2i∣∣+ 3
∣∣αi+j∣∣+ 3

∣∣−αi−j∣∣+ 3
∣∣−αj−i∣∣+ 3

∣∣α−i−j∣∣
+ 2 +

∣∣−α−2j∣∣+
∣∣−αi∣∣+

∣∣α−i∣∣ .
Based on the facts that 1 ≤ i ≤ j (i.e. −i,−j < j and −j ≤ −i < i) and α > 1, we
get that∣∣∣∣ 1

D
α2j
∣∣∣∣ < ∣∣αi+j∣∣+ 2

∣∣αi+j∣∣+
∣∣αi+j∣∣+ 3

∣∣αi+j∣∣+ 3
∣∣αi+j∣∣+ 3

∣∣αi+j∣∣+ 3
∣∣αi+j∣∣

+ 2
∣∣αi+j∣∣+

∣∣αi+j∣∣+
∣∣αi+j∣∣+

∣∣αi+j∣∣ = 21
∣∣αi+j∣∣ .



BARTZ-MARLEWSKI EQUATION WITH GENERALIZED LUCAS COMPONENTS 193

Multiplying the above inequality by Dα−j−2i, we obtain that
(12)

∣∣αj−2i∣∣ < 21D
∣∣α−i∣∣ ,

which can written as

(13)
∣∣αi∣∣ < 21D

|αj−2i|
< 21D

since
∣∣αj−2i

∣∣ > 1 that is followed from the assumption that αI > 1 for all I ∈ Z.
Here, we conclude that j − 2i > 0 which means that as applications to our result
presented in this theorem we have to determine the indices i, j ≥ 1 satisfying
equation (10) such that j > 2i. Furthermore, from inequalities (13) and (12) we
respectively obtain that

i <
ln(21D)

ln(α) = `1 and j <
ln(21D)

ln(α) + 2`1 < 3`1 = µ1 ,

and these prove the first statement of the theorem. Now, we deal with the second
statement of the theorem starting with the case where P ≥ 22 and Q = −1.
Therefore,

α = P +
√
P 2 − 4Q
2 >

22 +
√

222 + 4
2 > 22.045 .

Hence, the upper bound of i represented by `1 can be determined as follows:

`1 = ln(21D)
ln(α) = ln(21)

ln(α) + ln(D)
ln(α) = ln(21)

ln(α) + ln((α− β)2)
ln(α)

<
ln(21)

ln(22.045) + 2ln(α− β)
ln(α) < 0.9993 + 2(1) = 2.9993

as α > β and ln(α−β)
ln(α) < 1. Hence, i ≤ 2. Similarly, we obtain i ≤ 2 for P ≥ 21 and

Q = 1. This completes the proof of the second statement of the theorem. Thus,
Theorem 1 is proved. �

Theorem 2. Let P ≥ 1 and Q ∈ {−1, 1} such that D > 1. If (x, y) = (Vi, Vj) with
j ≥ i ≥ 1 is a solution of equation (4), then

(14) i <
ln |21|
ln |α| = `2 and j < µ2 ,

where µ2 = 3`2. Furthermore, equation (4) has no such solutions if P ≥ 21;Q = −1
and P ≥ 22;Q = 1.

Proof. We indeed prove this theorem following our approach used in the proof of
Theorem 1. In other words, we mainly insert the corresponding Binet’s formulas
presented in (6) in the equation

(15) V 2
i − 3ViVj + V 2

j + Vi = 0 .

After some simplifications with using the facts that β = Q
α with |Q| = 1, we get

that
(16)

∣∣αj−2i∣∣ < 21
∣∣α−i∣∣ .
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Again, since we assumed that αI > 1 for all I ∈ Z that implies that
∣∣αj−2i

∣∣ > 1 we
obtain that

(17)
∣∣αi∣∣ < 21

|αj−2i|
< 21

Again, as applications to our result presented in this theorem we have to determine
the indices i, j ≥ 1 satisfying equation (10) such that j > 2i. Thus, from inequality
(17) we have that

i <
ln(21)
ln(α) = `2 .

Moreover, combining the latter inequality with inequality (16) implies that

j <
ln(21)
ln(α) + 2`2 < 3`2 = µ2 ,

and the first statement of the theorem is proved. Now, we deal with the second
statement in which we show that equation (4) has no such solutions if P ≥ 21;Q =
−1 and P ≥ 22;Q = 1. In other words, we show that `2 ≤ 1 (i.e. i < 1) where
P ≥ 21;Q = −1 and P ≥ 22;Q = 1. If P ≥ 21 and Q = −1, we get that

α = P +
√
P 2 − 4Q
2 >

21 +
√

212 + 4
2 > 21.0475 .

Therefore,

`2 = ln(21)
ln(α) <

ln(21)
ln(21.0475) < 0.9993 ,

which leads to i ≤ 0, and this contradicts that i is a nonzero positive integer.
Similarly, if P ≥ 22 and Q = 1 we have that α ≥ 21.9544 which gives that
`2 < 0.9856, i.e. i ≤ 0. Therefore, the second statement is proved. Hence, Theorem
2 is completely proved. �

4. Applications

In this section, we present a theorem that respectively contains two applications
to our main results presented by Theorem 1 and Theorem 2. The first part of
the theorem is an application to Theorem 1 in which we obtain the positive
solutions (x, y) = (Ui, Uj) with i, j ≥ 1 of equation (4) with the parameters
1 ≤ P ≤ 21;Q = −1 and 1 ≤ P ≤ 20;Q = 1. In the second part of the theorem
which is an application to Theorem 2, we investigate the solutions (x, y) = (Vi, Vj)
with i, j ≥ 1 of equation (4) for the values of P and Q with which the equation
is solvable, i.e. 1 ≤ P ≤ 20;Q = −1 and 1 ≤ P ≤ 21;Q = 1. Furthermore, as we
remarked in the proofs of our main results that we have to determine the solutions
corresponding to the indices i and j such that j ≥ i ≥ 1 and j > 2i. Then, as
we mentioned in Remark 1 we permute the components of the obtained solutions
in order to get the complete form for the set of solutions to the Bartz-Marlewski
equation (4).
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Theorem 3. Let 1 ≤ P ≤ 21;Q = −1 and 1 ≤ P ≤ 20;Q = 1 such that D > 1. If
(x, y) = (Ui, Uj), then the Bartz-Marlewski equation (4) has no more solutions other
than (P,Q, x, y) = (1,−1, 1, 2). Furthermore, the Bartz-Marlewski equation contains
no solutions (x, y) = (Vi, Vj) if 1 ≤ P ≤ 20;Q = −1 and 1 ≤ P ≤ 21;Q = 1 with
D > 1.

Proof. For the first part of the theorem, we firstly determine the upper bounds
for the indices i,j in the equation
(18) U2

i (P,Q)− 3Ui(P,Q)Uj(P,Q) + U2
j (P,Q) + Ui(P,Q) = 0

using the result of Theorem 1 presented by (9). Below, we give the computations
of these bounds for P and Q with which D,α > 1 in the ranges 1 ≤ P ≤ 20;Q = 1
and 1 ≤ P ≤ 21;Q = −1.

(P,Q) b`1c bµ1c (P,Q) b`1c bµ1c

(1,−1) 9 29 (21,−1) 3 9
(2,−1) 5 17 (3, 1) 4 14
(3,−1) 4 14 (4, 1) 4 12
(4,−1) 4 12 (5, 1) 3 11
(5,−1) 3 11 (6, 1) 3 11
(6,−1) 3 11 (7, 1) 3 10
(7,−1) 3 10 (8, 1) 3 10
(8,−1) 3 10 (9, 1) 3 10
(9,−1) 3 10 (10, 1) 3 9
(10,−1) 3 9 (11, 1) 3 9
(11,−1) 3 9 (12, 1) 3 9
(12,−1) 3 9 (13, 1) 3 9
(13,−1) 3 9 (14, 1) 3 9
(14,−1) 3 9 (15, 1) 3 9
(15,−1) 3 9 (16, 1) 3 9
(16,−1) 3 9 (17, 1) 3 9
(17,−1) 3 9 (18, 1) 3 9
(18,−1) 3 9 (19, 1) 3 9
(19,−1) 3 9 (20, 1) 3 9
(20,−1) 3 9 - - -

Now, we consider the case where we have (P,Q) = (1,−1), and the other cases are
handled similarly. Here, we have i ≤ 9 and j ≤ 29. With the help of the SageMath
software [10], one can easily find the values of i and j such that 1 ≤ i ≤ 9 and
1 ≤ j ≤ 29 with j > 2i satisfying equation (18). Hence, we obtain that i = 1 and
j = 3 which imply that (x, y) = (1, 2). Indeed, if we permute the component of this
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pair of solution we do get another solution. Therefore, in this case we get (1, 2) is
the only pair of solution to equation (4). Following the same approach with the
other values of P and Q in the above table, we obtain no more solutions. Thus,
the first part of the theorem is proved.

Next, we deal with the other part of the theorem starting with determining the
minimum upper bounds of the index i and the index j in the equation
(19) V 2

i (P,Q)− 3Vi(P,Q)Vj(P,Q) + V 2
j (P,Q) + Vi(P,Q) = 0

where 1 ≤ P ≤ 21;Q = 1 and 1 ≤ P ≤ 20;Q = −1 such that D,α > 1. This can be
done using the result of Theorem 2 presented by (14), and we provide a summary
for the computations in the following table:

(P,Q) b`2c bµ2c (P,Q) b`2c bµ2c

(1,−1) 6 18 (3, 1) 3 9
(2,−1) 3 10 (4, 1) 2 6
(3,−1) 2 7 (5, 1) 1 5
(4,−1) 2 6 (6, 1) 1 5
(5,−1) 1 5 (7, 1) 1 4
(6,−1) 1 5 (8, 1) 1 4
(7,−1) 1 4 (9, 1) 1 4
(8,−1) 1 4 (10, 1) 1 3
(9,−1) 1 4 (11, 1) 1 3
(10,−1) 1 3 (12, 1) 1 3
(11,−1) 1 3 (13, 1) 1 3
(12,−1) 1 3 (14, 1) 1 3
(13,−1) 1 3 (15, 1) 1 3
(14,−1) 1 3 (16, 1) 1 3
(15,−1) 1 3 (17, 1) 1 3
(16,−1) 1 3 (18, 1) 1 3
(17,−1) 1 3 (19, 1) 1 3
(18,−1) 1 3 (20, 1) 1 3
(19,−1) 1 3 (21, 1) 1 3
(20,−1) 1 3 - - -

Again, with the help of SageMath, we see that for any parameters P and Q in
the above table there are no values for i and j satisfying equation (19) such that
1 ≤ i ≤ b`2c and 1 ≤ j ≤ bµ2c with j ≥ 2i. Hence, the Bartz-Marlewski equation (4)
contains no solutions (x, y) = (Vi, Vj). Thus, Theorem 3 is completely proved. �

Acknowledgement. The author is very grateful to the referee for the valuable
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