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# ACTA FACULTATIS RERUM NATURALIUM UNIVERSITATIS COMENIANAE MATHEMATICA XVII - 1967 

## ON THE TRANSFORMATION OF LINEAR HOMOGENEOUS DIFFERENTIAL EQUATIONS OF THE $n^{\text {th }}$ ORDER

## Z. Hustú, Brno

We call the equation of the following form

$$
\begin{equation*}
\sum_{i=0}^{n}\binom{n}{i} a_{i}(x) y^{(n-i)}(x)=0, \quad a_{i} \in C_{0}\left(I_{1}\right), \quad i=0,1, \ldots, n, \quad a_{0} \neq 0 \text { in } I_{1} \tag{0.1}
\end{equation*}
$$

a general homogeneous linear differential equation of the $n^{\text {th }}$ order. Instead of "'homogeneous linear differential equation" we shall call it simply "equation".

The equation ( 0.1 ) is normal (semi-canonical) [canonical] if $a_{0} \equiv 1\left(a_{1} \equiv 0\right.$ ), $\left\lceil a_{1} \equiv a_{2} \equiv 0\right]$. If $a_{i} / a_{0} \in C_{0}\left(I_{1}\right), i=1,2, \ldots, n$, then we call the equation

$$
(0.2) y^{(n)}+\sum_{i=1}^{n}\binom{n}{i}\left(a_{i} / a_{0}\right) y^{(n-i)}=0
$$

the normal form of the equation (0.1).
We call two equations quasi-identical if they have the identical range of definition and the same fundamental system of solution. We denote the quasi-identical equations by the sign $\doteq . F . i .(0.1) \doteq(0.2)$.

1. Perturbated equations.

Let us have the equation
(a) $y^{(n)}(x)+\sum_{i=1}^{n}\binom{n}{i} a_{i}(x) y^{(n-i)}(x)=0, \quad a_{i} \in C_{n-i}\left(I_{1}\right), \quad i=1,2, \ldots, n$

Let $u(x)$ be an arbitrary solution of the equation
(u)

$$
u^{\prime \prime}+\frac{3}{n+1}\left(a_{2}-a_{1}^{\prime}-a_{1}^{2}\right) u=0
$$

We call the equation ( $u$ ) the accompanying equation to the equation (a).

By $(n-1)$ fold iteration of the equation of the first order

$$
\begin{equation*}
P_{1}(y)=u^{2} y^{\prime}+\left[a_{1} u^{2}-(n-1) u u^{\prime}\right] y=0 \tag{1.1}
\end{equation*}
$$

we obtain an equation of the $n^{\text {th }}$ order

$$
\begin{gather*}
P_{n}(y)=P_{1}\left[P_{n-1}(y)\right]=u^{2 n} \sum_{i=0}^{n}\binom{n}{i} f_{i}^{n}\left(a_{1}, a_{2}\right) y^{(n-i)}=  \tag{1.2}\\
=u^{2 n} I_{n}\left(y ; a_{1}, a_{2}\right)=0,
\end{gather*}
$$

where the function

$$
\begin{equation*}
f_{i}^{n}\left(a_{1}, a_{2}\right), \quad i=0,1, \ldots, n \tag{1.3}
\end{equation*}
$$

is for the given $n$ a polynomial of the elements $a_{1}, a_{2}$ of the dimension $i$, which we obtain as a solution of a certain difference equation of the first order see $[1 ; \mathrm{pp} .39-48]$. For instance there is

$$
\begin{aligned}
& f_{0}^{n}\left(a_{1}, a_{2}\right)=1, \quad f_{1}^{n}\left(a_{1}, a_{2}\right)=a_{1}, \quad f_{2}^{n}\left(a_{1}, a_{2}\right)=a_{2} \\
& f_{3}^{n}\left(a_{1}, a_{2}\right)=\frac{3}{2} a_{2}^{\prime}-\frac{1}{2} a_{1}^{\prime \prime}+3 a_{1} a_{2}-3 a_{1}^{\prime} a_{1}-2 a_{1}^{3}
\end{aligned}
$$

We call the polynomial $f_{i}^{n}\left(a_{1}, \dot{a}_{2}\right)$ the iterated polynomial of the dimension $i$, the equation (1.2) we call an iterated equation. Let us note yet, that we take for an iterated equation every equation, which is quasi-identical with the equation (1.2).

Put

$$
\begin{equation*}
\omega_{i}^{n}=a_{i}-f_{i}^{n}\left(a_{1}, a_{2}\right), \quad i=3,4, \ldots, n \tag{1.4}
\end{equation*}
$$

With the aid of (1.4) we can write this in the form

$$
\text { ( } \omega \text { ) } \quad I_{n}\left(y ; a_{1}, a_{2}\right)+\sum_{i=3}^{n}\binom{n}{i} \omega_{i}^{n} y^{(n-i)}=0
$$

- where $I_{n}\left(y ; a_{1}, a_{2}\right)=0$ is the normal form of the equation (1.2). We call the function $\omega_{i}^{n}$ the coefficient of perturbation of the dimension $i$ of the equation (a), the equation ( $\omega$ ) we call the perturbated form of the equation (a) or the perturbated equation of the equation (a); briefly the perturbated equation.

The following can be proved - see [1; pp.50]
Theorem 1. The equation (a) is iterated just then when its fundamental system is the function

$$
\begin{equation*}
u^{n-k} v^{k-1} \exp \left\{-\int_{x_{0}}^{x} a_{1} \mathrm{~d} s\right\}, \quad x_{0} \in I_{1}, \quad k=1,2, \ldots, n \tag{1.5}
\end{equation*}
$$

where $u$ and $v$ are linearly independent solutions of the equation (u).
The perturbated equation $(\omega)$ comes in handy for the study of the asymptotic
and oscillatory properties of the equation (a). We give at least two examples on the understanding that the equation (a) is semi-canonical in the interval $I_{1} \equiv$ $\equiv\left\langle x_{0}, \infty\right)$, i.e. $a_{1} \equiv 0$ in $I_{1}$. Let us put for the sake of simplicity $A=\frac{3}{n+1} a_{2}$.

Example 1. Let the following assumptions hold:

$$
\begin{equation*}
A^{(r)}=0(1), \quad r=0,1, \ldots, n-5 \tag{1.6}
\end{equation*}
$$

$$
\begin{aligned}
& \int_{x_{0}}^{\infty} x^{-2 s}\left|A x^{4 s}+\varepsilon c^{2}\right| \mathrm{d} x<\infty, \quad c>0, \quad s<\frac{1}{2}, \quad\left(c, s \in E_{1}\right), \quad \varepsilon= \pm 1 \\
& \int_{x_{0}}^{\infty} x^{2 s(k+j-1)}\left|\omega_{k}^{n}\right| \mathrm{d} x<\infty, \quad k=3,4, \ldots, n ; \quad j=0,2,3, \ldots, n-k
\end{aligned}
$$

Hence the equation (a) has in the case of $\varepsilon=1$ the fundamental system

$$
\exp \left\{\beta(n-2 v+1) x^{1-2 s}\right\}[1+o(1)], \quad v=1,2, \ldots, n
$$

in the case $\varepsilon=-1$

$$
\left[\sin \left(\beta x^{1-2 s}\right)\right]^{n-v}\left[\cos \left(\beta x^{1-2 s}\right)\right]^{v-1}+o(1), \quad v=1,2, \ldots, n
$$

where $\beta=\frac{c}{1-2 s}$ - see [2; pp. 184].
For $s=0$ we obtain the following statement:
Let the following hold: formula (1.6),
$\int_{x_{0}}^{\infty}\left|A+\varepsilon c^{2}\right| \mathrm{d} x<\infty, \quad \int_{x_{0}}^{\infty}\left|\omega_{k}^{n}\right| \mathrm{d} x<\infty, \quad k=3,4, \ldots, n$.
Then the equation (a) has in the case $\varepsilon=1$ the fundamental system

$$
e^{c(n-2 v+1) x}[1+o(1)], \quad v=1,2, \ldots, n
$$

and in the case of $\varepsilon=-1$

$$
[\sin c x]^{n-v}[\cos c x]^{v-1}+o(1), \quad \nu=1,2, \ldots, n .
$$

Example 2. Let $\omega_{n}^{n} \geqq 0$. If the equation (u) is oscillatory, then every solution of the equation

$$
\begin{equation*}
I_{n}\left(y ; 0, a_{2}\right)+\omega_{n}^{n} y=0 \tag{1.7}
\end{equation*}
$$

which has at least one zero point oscillates, too. If $n$ is even, then the equation (1.7) is strictly oscillatory.

We note yet that M. Grequš dealt in his paper with the properties of the integrals of the equation

$$
\begin{equation*}
I_{n}(y ; 0,0)+n \omega_{n-1}^{n} y^{\prime}+\omega_{n}^{n} y=0 \tag{1.8}
\end{equation*}
$$

- see [21].


## 2. Transiormation

We denote by the symbol $m\left(I_{1 x}\right)$ where $\varnothing \neq I_{1 x} \subset I_{1}$ the set of the elements which are defined as follows: The ordered pair of functions $\{T(x), u(x)\}$ is an element of the set $m\left(I_{1 x}\right)$ if

$$
T(x) \in C_{n+1}\left(I_{1 x}\right), \quad u(x) \in C_{n}\left(I_{1 x}\right), \quad T^{\prime}(x) . u(x) \neq 0 \text { in } I_{1 x} .
$$

Let us choose an arbitrary element $\{T(x), u(x)\} \in m\left(I_{1} x\right)$. If we put into the equation (a)

$$
y(x)=u(x) Z(x), \quad t=T(x),
$$

we have the equation
( $\bar{a}) \quad u(x)\left[T^{\prime}(x)\right]^{n}\left[z^{(n)}(t)+\sum_{i=1}^{n}\left(_{i}^{n}\right) \bar{a}_{i}(t) z^{(n-i)}(t)\right]=0, \quad t \in I_{2 t}=T\left(I_{1} x\right)$,
where we put $x=T_{-1}(t)\left[T_{-1}(t)\right.$ is the inverse function to the function $\left.T(x)\right]$, $z(t)=Z\left[T_{-1}(t)\right]$. We call the equation ( $\left.\overline{\mathrm{a}}\right)$ the image ${ }^{\mathbf{D}}$ of the equation (a) in the interval $I_{1 x}$ with the coordinates $T^{T}(x), u(x)$ and we denote it by the sign ( $\bar{a}$ ) $\{T(x), u(x)\}$. It can be proved that in the interval $I_{2 t}$ the following relations hold
$\bar{a}_{i}(t)=\left[T^{\prime}(x)\right]^{-i} \sum_{k=0}^{i}\binom{i}{k} a_{k}(x) \Phi_{i^{-k}}^{n, i}[\eta(x), \zeta(x)], \quad x=T_{-1}(t), \quad i=0,1, \ldots, n$, where $\eta=T^{\prime \prime}\left|T^{\prime}, \zeta=u^{\prime}\right| u$ are the transformed coordinates of the image ( $\overline{\mathrm{a}})\{T(x), u(x)\}$ and

$$
\Phi_{i-k}^{n, i}(\eta, \zeta)=\sum_{j=k}^{i}(i-k) \varphi_{i-j}^{n-j}(\eta) \chi_{j-k}(\zeta),
$$

see [3; 3,1.10]. The function $\varphi_{i-j}^{n-j}$ resp. $\chi_{j-k}$ is the polynomial of the element $\eta$ resp. $\zeta$ of the dimension $i-j$ resp. $j-k$. We obtain both functions as a solution of certain linear difference equations of the first order - see [3; $(2,1.6),(2,2.3)]$. The difference equation which satisfies the polynomial $\chi$ is specially simple and therefore we write it here:

$$
\chi_{k}(\zeta)=\zeta \chi_{k-1}(\zeta)+\left[\chi_{k-1}(\zeta)\right], \quad \chi_{0}(\zeta)=1 .
$$

From this follows f.i. $\chi_{1}(\zeta)=\zeta, \chi_{2}(\zeta)=\zeta^{2}+\zeta^{\prime}$, and so on.
We introduce yet some explicit polynomials: $\varphi_{0}^{m}(\eta)=1$,

$$
\begin{gathered}
\varphi_{1}^{m}(\eta)=\frac{m-1}{2} \eta, \quad \varphi_{2}^{m}(\eta)=\frac{m-2}{3}\left(\frac{3 m-5}{4} \eta^{2}+\eta^{\prime}\right), \\
\Phi_{0}^{n, i}(\eta, \zeta)=1, \quad \Phi_{1}^{n, i}(\eta, \zeta)=\frac{n-i}{2} \eta+\zeta \\
\Phi_{2}^{n, i}(\eta, \zeta)=(n-i)\left[\frac{3 n-3 i+1}{12} \eta^{2}+\frac{1}{3} \eta^{\prime}+\eta \zeta\right]+\zeta^{2}+\zeta^{\prime} .
\end{gathered}
$$

By the symbol $o_{a}\left(I_{1 x}\right)\left[p_{a}\left(I_{1 x}\right)\right]\left\{k_{a}\left(I_{1 x}\right)\right\}$ we denote the set of all images [semi-canonical images] \{canonical images\} of the equation (a) in the interval $I_{1 x}$.

If we choose

$$
\begin{equation*}
U(x)=c\left|T^{\prime}(x)\right|^{\frac{1-n}{2}} \exp \left\{-\int_{x_{0}}^{x} a_{1} \mathrm{~d} s\right\}, \quad 0 \neq c \in E_{1} \tag{2.1}
\end{equation*}
$$

then the image $(\bar{a})\{T(x), U(x)\} \in o_{a}\left(I_{1 x}\right)$ is semicanonic. As the semicanonical image is following (2.1) determined by the coordinate $T(x)$ we write instead of ( $\bar{a})\{T(x), U(x)\} \in p_{a}\left(I_{1} x\right)$ in a shorter way $(\bar{a})\{T(x)\} \in p_{a}\left(I_{1} x\right)$.

We call the image $(A)\{x\} \in p_{a}\left(I_{1}\right)$ the fundamental semicanonic image or also the semi-canonical fundamental form of the equation (a).
If we put

$$
\begin{equation*}
A_{i}=\sum_{k=0}\binom{i}{k} a_{k} \chi_{i-k}\left(-a_{1}\right), \quad i=2,3, \ldots, n, \quad x \in I_{1}, \tag{2.2}
\end{equation*}
$$

then we can write the semicanonical image in the form

$$
\begin{aligned}
& \text { (A) } U_{1}(x)\left[Z^{(n)}(x)+\sum_{i=2}^{n}\left(i_{i}^{n}\right) A_{i}(x) Z^{(n-i)}(x)\right]=0, \\
& \text { where } U_{1}(x)=c \cdot \exp \left\{-\int_{x_{0}}^{x} a_{1} \mathrm{~d} s\right\}, 0 \neq c \in E_{1} .
\end{aligned}
$$

We call the function (2.2) the fundamental coefficients of the equation (a). Let us put

$$
\begin{gather*}
f_{i}^{n}\left(A_{2}\right)=f_{i}^{n}\left(0, A_{2}\right), \quad i=0,1, \ldots, n,  \tag{2.3}\\
I_{n}\left(Z ; A_{2}\right)=\sum_{i=0}^{n}\binom{n}{i} f_{i}^{n}\left(A_{2}\right) Z^{(n-i)},  \tag{2.4}\\
\Omega_{i}^{n}=A_{i}-f_{i}^{n}\left(A_{2}\right), \quad i=3,4, \ldots, n .
\end{gather*}
$$

There is for instance

$$
\begin{gather*}
f_{0}^{n}\left(A_{2}\right)=1, \quad f_{1}^{n}\left(A_{2}\right)=0, \quad f_{2}^{n}\left(A_{2}\right)=A_{2} \\
f_{3}^{n}\left(A_{2}\right)=\frac{3}{2} A_{2}^{\prime}, \quad f_{4}^{n}\left(A_{2}\right)=\frac{9}{5} A_{2}^{\prime \prime}+\frac{3(5 n+7)}{5(n+1)} A_{2}^{2} . \tag{2.5}
\end{gather*}
$$

Let us introduce yet the formula (2.4) for $n=3,4$ :

$$
\begin{gather*}
I_{3}\left(y ; A_{2}\right)=y^{\prime \prime \prime}+3 A_{2} y^{\prime}+\frac{3}{2} A_{2}^{\prime} y  \tag{2.6}\\
I_{4}\left(y ; A_{2}\right)=y^{(4)}+6 A_{2} y^{\prime \prime}+6 A_{2}^{\prime} y^{\prime}+\frac{9}{5}\left(A_{2}^{\prime \prime}+\frac{9}{5} A_{2}^{2}\right) y \tag{2.7}
\end{gather*}
$$

Then we can write the normal form of the equation (A) in the perturbated form
( $\Omega) \quad I_{n}\left(Z ; A_{2}\right)+\sum_{i=3}^{n}\binom{n}{i} \Omega_{i}^{n} Z^{(n-i)}=0$.
We call the function $f_{i}^{n}\left(A_{2}\right)$ resp. $\Omega_{i}^{n}$ the fundamental iterated polynomial briefly the fundamental polynomial - resp. the fundamental semiinvariant of the dimension $i$ of the equation (a). We call the equation ( $\Omega$ ) the perturbated fundamental semicanonical form of the equation (a) or briefly the perturbated fundamental equation.

We introduce the perturbated fundamental equations of the order 3 and 4 in their most often occurring.arrangements. If we put $A=\frac{3}{2} A_{2}, \omega_{3}=$ $=\omega_{3}^{3}=A_{3}-\frac{3}{2} A_{2}^{\prime}$ we obtain with the aid of (2.5), (2.6) the perturbated fundamental equation of the $3^{d}$ order in the form

$$
y^{\prime \prime \prime}+2 A 夕^{\prime}+\left(A^{\prime}+\omega_{3}\right) y=0 .
$$

If we put $\quad A=\frac{3}{5} A_{2}, \quad \omega_{3}=4 \omega_{3}^{\frac{1}{3}}=4\left(A_{3}-\frac{3}{2} A_{2}^{\prime}\right), \quad \omega_{4}=\omega_{4}^{4}=A_{4}-$ $-\frac{9}{5}\left(A_{2}^{\prime \prime}+\frac{9}{5} A_{2}^{2}\right)$, we obtain with the aid of (2.5), (2.7) a perturbated fundamental equation of the $4^{\text {th }}$ order in the form

$$
y^{(4)}+10 A y^{\prime \prime}+\left(10 A^{\prime}+\omega_{3}\right) y^{\prime}+\left[3\left(A^{\prime \prime}+3 A^{2}\right)+\omega_{4}\right] y=0
$$

see f.i. [17; p]. 511-3.26, pp. 528-4•11], [20], [11], [7].
Between the functions (2.3) and (1.3) resp. (2.5) and (1.4) hold the following relations:

$$
\begin{gathered}
f_{i}^{n}\left(A_{2}\right)=\sum_{k=0}^{i}\binom{i}{k} f_{k}^{n}\left(a_{1}, a_{2}\right) \chi_{i-k}\left(-a_{1}\right), \quad i=3,4, \ldots, n, \\
\Omega_{i}^{n}=\sum_{k=0}^{i}\binom{i}{k} \omega_{k}^{n} \chi_{i-k}\left(-a_{1}\right), \quad i=3,4, \ldots, n,
\end{gathered}
$$

see [ $6 ;(2.5)]$.
The semicanonic image $(\overline{\mathrm{A}})\{T(x)\} \in p_{a}\left(I_{1} x\right)$ can be written in the form $(\overline{\mathrm{A}}) \quad U(x)\left[T^{\prime}(x)\right]^{n}\left[z^{(n)}(t)+\sum_{i=2}^{n}\binom{n}{i} \bar{A}_{i}(t) z^{(n-i)}(t)\right]=0, \quad x=T_{-1}(t), \quad$ where

$$
\begin{equation*}
\bar{A}_{i}(t)=\left[T^{\prime}(x)\right]^{-i} \sum_{k=0}^{i}\binom{i}{k} A_{k}(x) \Phi_{i-k}^{n, i}(\eta), x=T_{-1}(t), \quad i=2,3, \ldots, n \tag{2.8}
\end{equation*}
$$

where the functions $A_{k}, k=2,3, \ldots, n$ are the fundamental coefficients of the equation (a), $A_{0} \equiv 1, A_{1} \equiv 0, \Phi_{i-k}^{n, i}(\eta)=\Phi_{i-k}^{n, i}\left(\eta,-\frac{n-1}{2} \eta\right)$ and (2.1) holds, see [3; 3, 2.15].

If the function $T(x)$ is in the interval $I_{1 x}$ the solution of the equation $\{T, x\}=(3 / n+1) A_{2}$ [the symbol $\{T, x\}$ stands for the Schwarz derivative of the function $T(x)]$, then the image $(\overline{\mathrm{A}})\{T(x)\} \in p_{a}\left(I_{1} x\right)$ is canonical and it can be written in the form ( $\overline{\mathrm{A}}$ ) where (2.1), (2.8), $\bar{A}_{2} \equiv 0$ hold and

$$
\begin{equation*}
\Phi_{i-k}^{n, i}(\eta)=\frac{(n-i)!}{(n-k)!(i-k)!} \sum_{\varrho=0}^{i-k} \eta^{i-k-\varrho} F_{\varrho}^{n, i, k}\left(A_{2}\right) \tag{2.9}
\end{equation*}
$$

- see $[3 ; 3,3.5]$. The function $F_{e}^{n, i, k}$ is the polynomial of the element $A_{2}$ of the dimension $\varrho$, which is defined like the polynomial $\Phi_{i-k}^{n, i}$ - see [3; 2, 3.4].

If the equation (a) is canonical, i.e. if $a_{1} \equiv a_{2} \equiv 0$, then the canonical image $(\bar{x})\{T(x)\} \in k_{a}\left(I_{1 x}\right)$ is of the form
( $\bar{x}) \quad U_{2}(x)\left[T^{\prime}(x)\right]^{n}\left[z^{(n)}(t)+\sum_{i=3}^{n}\left(_{i}^{n}\left(\bar{\alpha}_{i}(t) z^{(n-i)}(t)\right]=0, \quad x=T_{-1}(t)\right.\right.$, where

$$
\begin{gather*}
U_{2}(x)=c\left|T^{\prime}(x)\right|^{\frac{1-n}{2}}, \quad 0 \neq c \in E_{1}, \\
\bar{\alpha}_{i}(t)=\left[T^{\prime}(x)\right]^{-i} \sum_{\nu=0}^{i-3}[\eta(x)]^{v}\left(-\frac{1}{2}\right)^{v}\binom{i}{i}\left(i_{v}^{i-1}\right) \nu!a_{i-l}(x),  \tag{2.10}\\
i=3,4, \ldots, n, \quad x=T_{-1}(t) .
\end{gather*}
$$

The function $T(x)$ is in the interval $I_{1 x}$ the solution of the equation $\{T, x\}=0$, see $[3 ; 3,3.6]$.

We shall introduce yet the perturbated forms of the images of the equation (a).

The equation

$$
\text { ( } \bar{\omega}) \quad u T^{\prime} n\left[I_{n}\left(z ; \bar{a}_{1}, \bar{a}_{2}\right)+\sum_{i=3}^{n}\binom{n}{i} \bar{\omega}_{i}^{n}(t) z^{(n-i)}(t)\right]=0
$$

where

$$
\begin{gathered}
\bar{a}_{1}=\left(T^{\prime}\right)^{-1}\left[\Phi_{1}^{n, 1}(\eta, \zeta)+a_{1}\right], \\
\bar{a}_{2}=\left(T^{\prime}\right)^{-2}\left[\Phi_{2}^{n, 2}(\eta, \zeta)+2 \Phi_{1}^{n}, 2(\eta, \zeta) a_{1}+a_{2}\right] \\
I_{n}\left(z ; \bar{a}_{1}, \bar{a}_{2}\right)=\sum_{i=0}^{n}\binom{n}{i} f_{i}^{n}\left(\bar{a}_{1}, \bar{a}_{2}\right) z^{(n-i)}, \\
f_{i}^{n}\left(\bar{a}_{1}, \bar{a}_{2}\right)=\left(T^{\prime}\right)^{-i} \sum_{k=0}^{i}\binom{i}{k} f_{k}^{n}\left(a_{1}, a_{2}\right) \Phi_{i-k}^{n, i}(\eta, \zeta), \quad i=0,1, \ldots, n, \\
\bar{\omega}_{i}^{n}=\left(T^{\prime}\right)^{-i} \sum_{k=3}^{i}\left(\frac{i}{k}\right) \omega_{k}^{n} \Phi_{i-k}^{n, i}(\eta, \zeta), \quad i=3,4, \ldots, n,
\end{gathered}
$$

is the perturbated form of the image $(\overline{\mathrm{a}})\{T(x), u(x)\} \in o_{a}\left(I_{1} x\right)$. The equation

$$
U T^{\prime n}\left[I_{n}\left(z ; A_{2}\right)+\sum_{i=3}^{n}\left(\begin{array}{c}
n  \tag{--}\\
i
\end{array} \bar{\Omega}_{i}^{n} z^{(i n-i)}=0,\right.\right.
$$

where

$$
\begin{gathered}
\bar{A}_{2}=\left(T^{\prime}\right)^{-2}\left[\frac{n+1}{6}\left(\frac{1}{2} \eta^{2}-\eta^{\prime}\right)+A_{2}\right], \\
I_{n}\left(z ; \bar{A}_{2}\right)=z^{(n)}+\sum_{i=2}^{n}\binom{n}{i} f_{i}^{n}\left(\bar{A}_{2}\right) z^{(n-i)}, \\
f_{i}^{n}\left(\bar{A}_{2}\right)=\left(T^{\prime}\right)^{-i} \sum_{k=0}^{i} f_{k}^{n}\left(A_{2}\right) \Phi_{i-k_{k}}^{n, i}(\eta), \\
\bar{\Omega}_{i}^{n}=\left(T^{\prime}\right)^{-i} \sum_{k=3}^{i}\binom{i}{k} \Omega_{k}^{n} \Phi_{i-k}^{n, i}(\eta),
\end{gathered}
$$

is the perturbated form of the image $(\bar{A})\{T(x)\} \in p_{a}\left(I_{1 x}\right)$.
If the function $T(x)$ is the solution of the equation $\{T, x\}=\frac{\mathbf{3}}{n+1} A_{2}$, then the equation $(\bar{\Omega})$ is the perturbated form of the canonical image $(\bar{\alpha})\{T(x)\} \in k_{a}\left(I_{1} x\right)$, where we put $\bar{A}_{2} \equiv 0, I_{n}(z ; 0)=z^{(n)}$,

$$
\bar{\Omega}_{i}^{n}=i!(n-i)!\left(T^{\prime}\right)^{-i} \sum_{k=3}^{i} \frac{1}{k!(n-k)!} \Omega_{k}^{n} \sum_{e=0}^{i-k} \eta^{i-k-\ell} F_{e}^{\eta, i, k}\left(A_{2}\right)
$$

Between the polynomials (2.3) and $F_{e}^{n, i, k}\left(A_{2}\right)$ hold the relations
$\sum_{k=0}^{\bullet} \frac{1}{k!(n-k)!} f_{k}^{n}\left(A_{2}\right) F_{r_{-k}^{\prime, i, k}}^{n}\left(A_{2}\right)=0, \quad v=0,1, \ldots, i, \quad i=3,4, \ldots, n$.

## 3. Equivalence

The notion of equivalence is an important notion in the theory of linear differential equations.

Let us have the equation
(b)

$$
z^{(n)}(t)+\sum_{i=1}^{n}\left(i_{i}^{n}\right) b_{i}(t) z^{(n-i)}(t)=0, \quad b_{i} \in C_{n-i}\left(I_{2}\right), \quad i=1,2, \ldots, n
$$

and let $o_{b}\left(I_{2 t}\right)$ be the set of the images of the equation (b) in the interval $\varnothing \neq I_{2} \subset I_{2}$.
We say that the sets $o_{a}\left(I_{1 x}\right), o_{b}\left(I_{2 t}\right)$ are quasi-identical denoted by the sign

$$
\begin{equation*}
o_{a}\left(I_{1} x\right) \doteq o_{b}\left(I_{2 t}\right), \tag{3.1}
\end{equation*}
$$

if every element of the set $o_{a}\left(I_{1} x\right)$ is quasi-identical with one of the elements of the set $o_{b}\left(I_{2 t}\right)$. The relation (3.1) is reflexive, symmetrical and transitive
and holds just when at least one element of the set $o_{a}\left(I_{1 x}\right)$ is quasi-identical with some of the elements of the set $o_{b}\left(I_{2 t}\right)$.

If (3.1) holds, then we say that the equations (a), (b) are in the intervals $I_{1} x, I_{2 t}$ equivalent and we denote it by

$$
\text { (a) } I_{1 x} \sim \text { (b) } I_{2 t}\{T(x)\},
$$

where $T(x)$ is the first coordinate of the image $(\bar{a}) \in o_{a}\left(I_{1} x\right)$, which is in the interval $I_{2}$ quasi-identical with the equation (b) so that $T\left(I_{1} x\right)=I_{2 t}$ holds. We call the function $T(x)$ the carrier of the equivalence of the equation (b) to the equation (a).
The second coordinate $u(x)$ of the image $(\bar{a})$ is given by the formula

$$
u(x)=c\left|T^{\prime}\right|^{\frac{1-n}{2}} \exp \left\{\int_{x_{0}}^{x}\left(b_{1}[T(s)] T^{\prime}(s)-a_{1}(s)\right) \mathrm{d} s\right\} .
$$

With the aid of the relations (2.10) the necessary and sufficient conditions for the equivalence of the canonical equations can be proved.
( $\alpha) \quad y^{(n)}(x)+\sum_{i=3}^{n}\left({ }_{i}^{n}\right) \alpha_{i}(x) y^{(n-i)}(x)=0, \quad \alpha_{i} \in C_{n-i}\left(I_{1}\right), \quad \dot{i}=3,4, \ldots, n$,

$$
z^{(n)}(t)+\sum_{i=3}^{n}\left({ }_{i}^{n}\right) \beta_{i}(t) z^{(n-i)}(t)=0, \quad \beta_{i} \in C_{n-i}\left(I_{2}\right), \quad i=3,4, \ldots, n .
$$

Let us denote

$$
\begin{gather*}
\vartheta_{3}\left(\alpha_{3}\right)=\alpha_{3} \\
\vartheta_{i}\left(\alpha_{3}, \ldots, \alpha_{i}\right)=\sum_{r=3}^{i}(-1)^{i-r} C_{r}^{i} \alpha_{r}^{(i-r)}, \quad i=4,5, \ldots, n, \tag{3.2}
\end{gather*}
$$

where

$$
\begin{equation*}
C_{r}^{i}=\binom{i+r-2}{i-1}\binom{i}{r} /\left(\frac{2 i-2}{i-1}\right), \quad r=3,4, \ldots, i \tag{3.3}
\end{equation*}
$$

The formula (3.2) is quoted in the literature as the formula of Brioschi, see [16; p. 197], [18; p. 35], [5; 3.7]. Then holds

Theorem 2. ( $\alpha$ ) $I_{1} x \sim(\beta) I_{2 t}\{T(x)\} \Leftrightarrow \vartheta_{i}\left\{\beta_{3}[T(x)], \ldots, \beta_{i}[T(x)]\right\}\left[T^{\prime}(x)\right]^{i}=$ $=\vartheta_{i}\left(\alpha_{3}, \ldots, \alpha_{i}\right), i=3,4, \ldots, n, x \in I_{1} x$, where $T(x)$ is the solution of the equation $\{T, x\}=0$. See [5; 2.1].

The function $\vartheta_{i}\left(\alpha_{3}, \ldots, \alpha_{i}\right)$ is the canonical invariant of the equation $(\alpha)$ of the dimension and weight $i$. As it is a polynomial of the first order it is also called the linear invariant.

With the aid of the theorem 2 and with the aid of the relations (2.8), (2.9) the necessary and sufficient conditions for the equivalence of the equations (a), (b) can be proved.

Let us denote

$$
\begin{equation*}
\Theta_{i}^{n}\left(A_{2}, \ldots, A_{i}\right)=\sum_{r=3}^{i} C_{r}^{i} \Psi_{i}^{n}, r, i-r\left(A_{2}, \ldots, A_{i}\right), \quad i=3,4, \ldots, i \tag{3.4}
\end{equation*}
$$

where the constants $C_{r}^{i}$ are determined by the formula (3.3) and $\Psi_{i}^{n, r, i-r}$ is the polynomial of the elements $A_{2}, \ldots, A_{i}$ of the dimension $i$, which satisfies a certain linear difference equation of the first order - see [ 5 ; (1.6)]. Then the theorem 3 holds.

Theorem 3. (a) $I_{1 x} \sim$ (b) $I_{2 t}\{T(x)\} \Leftrightarrow \Theta_{i}^{n}\left\{B_{2}[T(x)], \ldots, B_{i}[T(x)]\right\} .\left[T^{\prime}(x)\right]^{i}=$ $=\Theta_{i}^{n}\left(A_{2}, \ldots, A_{i}\right), i=3,4, \ldots, n, x \in I_{1} x$, where $A_{i}$ resp. $B_{i}, i=2,3, \ldots, n$ are the fundamental coefficients of the equation (a) resp. (b) and the function $T(x)$ is the solution of the equation

$$
\{T, x\}+\frac{3}{n+1} B_{2}[T(x)] \cdot\left[T^{\prime}(x)\right]^{2}=\frac{3}{n+1} A_{2}
$$

See [5; 3.3].
The function $\Theta_{i}^{n}\left(A_{2}, \ldots, A_{i}\right)$ is the fundamental invariant of the equation (a) of the dimension and weight $i$.

The theorem 3 is stated without proof and inexactly in [16; p. 191].
Between the functions $\omega_{i}^{n}$ and $\Theta_{i}^{n}$ hold the following relations:

$$
\begin{gather*}
\Theta_{j}^{n} \equiv 0, \quad j=3,4, \ldots, i \Leftrightarrow \omega_{j}^{n} \equiv 0, \quad j=3,4, \ldots, i ;  \tag{3.5.}\\
i=3,4, \ldots, n .
\end{gather*}
$$

From these relations follows
Theorem 4. The equation (a) is iterated just then when all its fundamental invariants are identical to zero.

In [16; p. 20t-205) is quoted without proof the theorem of F. Brioschi which is a special case of the theorems 1 and 4 : If all the fundamental invariants of the equation (a) are identical to zero, then the equation (a) has a fundamental system of the form (1.5).

The first non-zero coefficient of the perturbation of the equation (a) is a fundamental invariant, which means that if (3.5) holds, then

$$
\Theta_{i+1}^{n} \neq 0 \Leftrightarrow \omega_{i+1}^{n} \neq 0 \quad \text { 'and at the same time } \quad \Theta_{i+1}^{n} \equiv \omega_{i+1}^{n} .
$$

Theorem b. Let $I_{1} \equiv I_{2}$. The equations (a), (b) are mutually adjoint if and only if the relations

$$
\Theta_{i}^{n}\left(B_{2}, \ldots, B_{i}\right)=(-1)^{i} \Theta_{i}^{n}\left(A_{2}, \ldots, A_{i}\right), \quad i=3,4, \ldots, n
$$

See $[10 ; 1.18]$.
Corollary: Let $(\overline{\mathrm{A}})\{T(x)\} \in p_{a}\left(I_{1} x\right)$. The normal form of the equation $(\overline{\mathrm{A}})$ is a self-adjoint equation just when

$$
\Theta_{2,+1}^{n}\left(A_{2}, \ldots, A_{i}\right) \equiv 0, \quad v=1,2, \ldots,\left[\frac{n-1}{2}\right], \quad x \in I_{1} x
$$

See $[10 ; 2.9]$.
From the corollary of the theorem 5. follows this statement: If all the fundamental invariants with odd indices of the equation

$$
y^{(n)}+\sum_{i=2}^{n}\binom{n}{i} a_{i} y^{(n-i)}=0
$$

are identical to zero, then this equation is self-adjoint. This theorem is mentioned without proof in [16; p. 224] and [18; p. 235].

It seems that it is convenient to introduce the notion of the genus of homogeneous linear differential equations.

Let $2 \leqq k \leqq n$ be a natural number. If

$$
\Theta_{j}^{n}\left(A_{2}, \ldots, A_{i}\right) \equiv 0, \quad j=3,4, \ldots, n+2-k, \quad \Theta_{n+3-k}^{n} \neq 0
$$

(for $k=2$ we put $\Theta_{n+1}^{n} \equiv 0$ ), we say then that the equation (a) is of the genus $k$.

The theorem 6 holds.
Theorem 6. The equation (a) is of the same genus $k$ if and only if the equation

$$
I_{n}\left(y ; a_{1} a_{2}\right)+\sum_{i=n+3-k}^{n}\binom{n}{i} \omega_{i}^{n} y^{(n-i)}=0, \quad \omega_{n+3-k} \neq 0, \quad \sum_{i=n+1}^{n} \equiv 0
$$

is the perturbated form of the equation (a). See [6; (3.1)].
We take note that under the assumption $\omega_{n}^{n} \neq 0$ resp. $\omega_{n-1}^{n} \neq 0$ is the equation (1.6) resp. (1.7) of the genus 3 resp. 4.

From the theorem 5 (corollary) follows that the self-adjoint equation of the $n^{t h}$ order can be of the genus not higher than ( $n-1$ ). The iterated equations are of the genus 2. The equation (a) is not of a higher genus than 3 if its canonical image is a binomial equation.

Many of the properties which hold for the equations of the second order hold also for the equations of the $n^{t h}$ order of the genus 2. It can be expected that some of the properties of the $k^{\text {th }}$ order will hold also for the equations of the $n^{t h}$ order of the genus $k$, f.i. see [8].
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