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Received 10 May 1992 

Introduction. The original definition of stability of probabilities on R due to P. 
L6vy can be formulated as follows: \i is stable if type(/i)* type(ju) = type(/z) i.e. 
the type of \i is idempotent, where the type of \i is the orbit of \i under the action 
of the group of affine maps. The definition makes sense if we replace R by a vector 
space or by a group. In the following, since the underlying convolution structure is 
non abelian, we consider only strict stability. Hence we consider only groups F 
of automorphisms — instead of affine transformations — acting on \i. The F-type 
is the orbit F(jtx). This definition of stability was used by several authors for finite 
— dimensional vector spaces (see e.g. [PS], [S], [Ml]), in the infinite dimensional 
situation [MU], [M2]) and for probabilities on groups [Hal]). 

Under fullness conditions, i.e. if a suitable version of the convergence of types 
theorem holds, idempotence of the type implies the existence of one-parameter 
groups (at) £ F such that \i is stable w.r.t. (at). Especially \i is embeddable into 
a continuous convolution semigroup (jit = Exp tA) with generating distribution A 
fulfilling atA = tA, t > 0. We show in § 1 that under fullness conditions A has 
idempotent type, i.e. r(A) + r(A) = F(A) (improving [Hal]). Then it is known 
that the structure of A (and hence of fi) is completely determined by the structure 
of the corresponding generating distribution A on the tangent space (5. 

Hence, in § 2, we collect more or less known results on vector spaces in order to 
apply these in § 3: 

A measure on a vector space E is called completely stable if it has idempotent 
type for F = GL(E). It is known that, at least for finite dimensional vector spaces, 
completely stable measures are just the symmetric, full Gaussian measures. 

Our goal is to obtain similar characterizations for groups. But (§ 3, § 4) it turns 
out that for general nilpotent groups our knowledge of the automorphism group 

*) Mathematisches Institut deг Univeгsität Dortmund, Postfach 500 500, D-4600 Doгt-
mund 50, Germany. 
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Aut(G) is not satisfactory. First we have to find a „correct" generalization of the 
notion of complete stability. In non-abelian groups full measures with idempotent 
Aut(G)-type need not to exist. 

Then we show by examples that there are large classes of groups containing the 
Heisenberg groups for which the above characterization of full GauB-measures 
hold, but that there also exist groups, the automorphism groups of which do not 
admit full completely stable measures. And moreover there exist groups G with 
,,small" automorphismgroups admitting non-Gaussian full completely stable pro­
babilities. 

In § 5 we give a short survey on corresponding results for infinite dimensional 
vector spaces. 

It should be noted that at least the first part of the investigations is of purely 
analytic nature: Consider S : = M1(G) as topological semigroup then F x S -> S 
is a jointly continuous action of a transformation group acting as semigroup homo-
morphisms on S. The definition of fullness, the convergence of types theorem and 
the definitions of stability and of idempotent F-type could be formulated in the 
context of topological semigroups. And most of the proofs in § 1 also work in this 
more general setup. 

§ 1 Idempotent F-types 

Let G be a nilpotent simply connected (real) Lie group. Let F be a subgroup of 
Aut(G), the group of topological automorphisms. W.l.o.g. we assume F to be closed. 
F acts as transformation group on the topological semigroup of probability measures 
M1(G) endowed with the convolution product. The topology on MX(G) is always 
understood as the topology cr(Af\ C0) of weak convergence. An important tool for 
the following considerations is a suitable concept of fullness and of convergence 
of types. We use a slight generalization of the usual fullness concept ([HN]). First 
we define: 

1.0 Definition. Let [G, G] be the commutator subgroup, m : = GJ[G9 G] is 
abelian, hence a vector space. Let n : G -> G\\G, G] be the canonical projection. 
7i induces a convolution homomorphism Ml(G) -> M^m) which is again denoted 
by n. 

Since [G, G] is characteristic n induces a canonical homomorphism n : a\-+ a 
from Aut(G) -> Gl(m). Let F be the subgroup of Gl(m) corresponding to F. We 
define Aut(m) : = ;r(Aut(G)). 

1.1 Definition. A subset SFr c Mi(G) is called set of F-full measures if the pair 
(F, &r) fulfils 

(l.l) the convergence of types theorem: 

Let fin, n,Xe M1(G), an e F, ne N. If \in -> \i, an\in -> X and if \i and X e 2Fr then 
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{an} is relatively compact in F. And then for any accumulation point a of {an} we 
have a\i = X. 

1.2 Remark. For T = Aut(G) the set 3F : = {\i: \i is not concentrated on a proper 
connected subgroup} is an appropriate class of full measures. (See [HN], [N] or 
the more general discussion in [D], [HA 2]). We call measures \ie!F simply full 
in the sequel. So the existence of !FT is always guaranteed. Since we have to consider 
simultaneously probabilities on groups G and on vector spaces m = G/[G G] resp. 
© we need a generalized fullness concept depending on the group of admissible 
automorphisms. 

1.3 Definition. In the following we fix a subset <FT of F-full measures fulfilling 
(1.3.a) !FT is open and F-invariant. 
(1.3.b) There is an (open, F-invariant) set of F full measures !FT _= Ml(m) ful­

filling (1.1) on the vector space m, such that fFT = n ~1&r
T. 

For sake of convenience we assume in addition (w.l.o.g.) that t 

(1.3.c) & ~\ &T (& being the set of Aut(G) - full measures defined in 1.2). 
If SFT is fixed we define the set of S-full measures !F% : = {fie MX(G) : \i * fi e ^T}, 

where ft is defined by fi(R) = /z(£_1). (Remark, if G is a vector space then usually 
S-full measures are called full, cf. e.g. [Sh], [S], [Ml].) 

1.4 Remark. Since FT is open we can write the convergence of types theorem 
(1.1) in the following equivalent form: 

Let st', %>' ~\ 2Fr and ffi .= F. Assume fih-> a^ to be a surjective map s/' -> ffi', 
and assume W : = {a^fi) : JLL e s#'}. 

Let $0, %> resp. £8 be the closures in !FT resp. F. Then 
(1.4) the compactness of two sets of sf, ffl, <€ implies compactness of the third one. 

1.5. Definition. Let \i e MX(G). The F-type of \i is the orbit F(ju) : = {y\i: y e T}. 
\x has idempotent F-type if 

(1.5) rQi) * rfa) = r(n). 

1.6. Remark. The relation F(/z) * r(fi) = F(/x) can be written in the following 
form: 

There exists a selection function d>: F x F -> F such that for a, b eF, c := 4>(a, b) 

(1.50 °(v) * % ) = cOi). 
1.7 Remark. In case of vector spaces usually affine transformations F are used 

for the definition. Such measures are called often F-stable then. (See [S], [SP], [P], 
[Ml ] , [Si2]). 

Let -3 = 3(fi) : = {a e F : a(jj) = fi} be the invariance group of \i. Then obviously 
for a, be T, a, 0 e -3 #(aa, bfi) = <P(a, b) • y for some y e -3. 

Let X : = F/3 be the coset space. Then 0 may be considered as selection function 
<P : X x X -> X. ^ is uniquely determined then. 
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[Assume a(fi) * b(ja) = c(fi) and = d(fi). Then d~1ce3([i) and vice versa.] 
The convergence of types theorem immediately implies that for F-full measures 

3(/z) is a compact subgroup. 
Let (jU,)r=0 be a continuous convolution semigroup in Ml(G). Let Ae(£(G)' be 

the generating distribution. (I.e. Ae(E(G)', such that <-4,f> = d+/dt <jW,,f>|,= 0, 
fe (E(G). See e.g. [He], [Ha3] for details). We use the abbreviation (lit = Exp f-4)r=0, 
being justified by the fact that the convolution operator f i—• A * f represents the 
infinitesimal generator of the operator semigroup (fi-> fit * f ) , = 0 on C0(G). 

Let 23(G) be the cone of generating distributions (resp. of infinitesimal generators). 
Aut(G), hence F, act in a natural way on 93(G) : If \it = Exp tA, t ^ 0, then (a(fit) = 
= Expta(A)),= 0 . 

Let (at)t>0 = F be a continuous one-parameter group, let (ftt = Exp tA) be 
a continuous convolution semigroup. (fit) resp. A is stable w.r.t. (at) if a,/^ = \it, 
t > 0 resp. atA = tA, t > 0. (See e.g. [Ha4], [Ha5], [Ha6] for details). 

1.8 Definition. r(A) : = {y(A) :yeT} is called the F-type of A. A (resp. (fit = 
= Exp tA)t^0) has idempotent (infinitesimal) F-type if 

(1.8) r(A) + r(A) = r(A). 

This is again equivalent to the existence of a selection function *P : F x F -> F, 
such that for a, beT, c = !F(a, b) 

(1.8') a(A) + b(A) = c(A) . 

Again, let 3 = 3(A) : = {a e F : a(A) = ,4} and X : = F/3, then V can be con­
sidered as a function *F : X x K -> Z . And again *F is uniquely determined then. 

{a(A) + b(A) = c(A) and = d(A) holds iff ^ ^ 6 3 ( 4 ] 

1.9 Remarks, a) We have 3(A) = fi 3(fit) £ 3(ju). Hence 3(A) is a compact 
subgroup if \i = \iY is F-full. f > 0 

b) If the semigroups (Exp ta(A) = a(fit))t^0, a e F, commute, then (1.2') is equi­
valent to 
(1.8") a(nt)*b(iit) = c(tit), t = 0. 

Especially, if G is a vector space, then the conditions (1.5), (1.5') (1.8), (1.8') and 
(1.8") are equivalent. 

1.10 Proposition. Let \i have idempotent T-type. Then fi is B-stable, i.e. for 
neN there exist TneF such that Tnjx = fin, 

(1.10) resp. ( T " V ) " = A*. 

Hence jx is infinitely divisible and therefore embeddable into a continuous con­
volution semigroup (fit = Exp tA). 

[See [Hal] : TX = id; T2 = <P(id, id), i.e. \i* \x = T2(\X), T3 = # ( T 2 , id) etc.] 
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1.11 Corollary. Assume \i to have idempotent T-type. Let (\it = Exp tA)t^0 the 
corresponding c.c.s. with fix = fi. 

a) If [i is r-full then (fit) is uninuely by \i = fil9 and is stable w.r.t. some conti­
nuous one-parameter group (at)t>0 £ F. 

b) Therefore 3 = 3(A) = 3(/z) if fi is r-full. 

[See [N] for T = Aut(G)]. 

The next theorem is an essential improvement of the results given in [Ha l ] : 

1.12 Theorem. Let n be a r-full measure with idempotent T-type. Let (\it = 
= Exp tA) be the corresponding stable convolution semigroup. Then A has idem-
potent (infinitesimal) T-type. 

Proof: Choose (at) =" F such that. at\i = fit9 t > 0. Let a9beT9 put yt : = 
= <P(aat9 bat) and ct: = ytaj1. Then ct(pit) = yt(fi) = aat(fi) * bat(fi) = a(jit) * b(fit) 
For any test function fe (£(G) 

^ <«(»<) * b(ftt) ,'/> = (a(A) + b(A)9f} . 
& r = o 

Hence with C : = a(A) + b(A) e 93(G) 

^ <ct(nt)J> = <CJ> . 
to t=0 

Let At: = ljt(fit — ee) be the Poisson generators approximating A: We have 
At -Tjo* A<j(C, <£) and hence ([Ha3] I § 2) for s = 0 Exp sAt -• Exp sA. 

On the other hand we have ct(At) = l/t(c,(//,) — ee) -j^ C cr((£', (E), therefore 
as above Exp sct(At) = ct(Exp sAt) -7T0* Exp sC. The limits ft and Exp sA9 s > 0, 
are F-full. If the limits Exp sC9 s > 0, are also F-full the convergence of types 
theorem (1.1) yields the relative compactness of (ct)t>0 in F. If this is the case let c 
be an accumulation point of {ct}. Then c(Exp sA) = c(jns) = Exp sC9 s > 0, equi­
valent^, c(A) = C = a(A) + b(A). 

It remains to prove the fullness of Exp sC: We have C = a(A) + b(A) hence, 
G/ [GG] being abelian, 7i(Exp sC) = rc[(Exp sA) * (Exp sB)~\ = n[(a(fis) * b([is)] = 
= n(cs(fis)).The F-fullness of n(fis)9 hence of n(cs(iis)) implies by assumption (1.3.b) 
that Exp sC e &T. • 

Let 3(^-) = {T G F : T(A) = tA for some t e R%} be the decomposability group 
(cf. [Ha5], [N]). If fi is F-full and stable w.r.t. (at) £ F, then 3(-4) is a semidirect 
product of (at)t>0 ^ R and the compact group 3 . Moreover we can choose (at) 
in such a way that 3 splits into a direct product of (at) and 3 (e.g. [Ha5]). Hence 
Aut(G) 2 f 2 3(A) =• R ® 3 if \i has idempotent F-type. Then under weak 
conditions we can prove that 3 is a maximal compact subgroup of F. In fact, we have 

1.13 Theorem. Let \i be T-full with idempotent T-type, let (fit = Exp tA) be the 
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corresponding stable semigroup. LetK = T be a compact group with Haar measure 
coK, and assume that BK = B : = §K a(A) dcoK(a) e 23(G) generates a semigroup 
of T-full measures. 

a) Then there exist b = bKe F such that B = b(A), i.e. B belongs to the T-type 
of A. 

b) Moreover b~xKb ~\ 3 . 

c) If B = BK generates T-full measures for any compact subgroup K c p 
then 3 is a maximal compact subgroup of F. 

N 

Proof: Let (xi)fLl be equidistributed w.r.t. coK, i.e. <1/N £ eXk, g} J-T^ <COK, g}, 
1 

for g e C(K). For fe <£(G) define g e C(K) : g(x) : = <x(A),f>. For any N e N 
N 

there exist cN e F such that £x*(-4) = cN(A). Therefore 
i 

(TrT.*M)>f) = i <cM\f>l^Z <B>f> : = U <*(*), f> dvK(x) . 
\N i / N 

Now we have: Exp s/N cN(A) = cN(fis/N) = cNa1/N(fis), 5 ^ 0 and 

— cN(A) = cNa1/N(A) -> B , hence cNa1/N(fis) -> Exp sB . 

lis and Exp sB are F-full by assumption, hence again the convergence of types theorem 
applies and yields the relative compactness of(cNa1/N)N=1. And for any limit point 
b we have b(A) = B. The invariance of coK implies x(B) = B, xeK, whence K ~\ 
c 3(B) = 3(b(A)) resp. b~xKb ~\ 3 = 3(A) follows. To prove c) assume 3 c K 
for some compact group K a F. Then b~1Kb c 3 _= K. Since F is a Lie group 
this implies b-1Kb = K, hence 3 = K. • 

1.14 Remarks. 

1. In the vector space-case this result is known, see [S] Lemma 4.4. 

2. If K is finite the assertion holds without fullness conditions. Therefore for any 
measure with idempotent F-type, for any finite subgroup K ~\ T bKb~l ~\ 3 for 
some beT. (Cf. [P], [Ml ] for vector spaces). 

3. Under weak conditions F-fullness of jn implies F-fullness of BK. For example, 
if \i = Exp A e 3FS then the mixed generating distribution BK = \K a(A) dcoK(a) 
generates a semigroup in #"s, hence in !FT. (This is easily seen considering the 
projections n(p) onto G/[G,G])-

4. Theorem 1.12 shows that the existence of F-full measures with idempotent F-
-types has strong influence on the structure of F. Especially, F has maximal compact 
subgroups (if \i e 3FS). Moreover, F is not to small, i.e. F ~2 3(-4) =* R (g) 3 . 

5. Assume F to have an Iwasawa decomposition F = NAK with maximal com­
pact K, nilpotent N and abelian A. Then according to 1.6 we may assume K = 3 . 
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Hence X = F/3 s NA and the selection function V (resp. 0) in (1.2') (resp. (1.1')) 
is defined on NA x NA -> NA, and is uniquely determined. 

1.15 Remark. G is nilpotent and simply connected, hence C°°-isomorphic to 
the Lie algebra © =" IR*. In this case there is a 1-1-correspondence to corresponding 
objects on © (cf. [Ha4], [Ha6], [Hal]): F s A u t ( G ) ~ F = Aut(©) s GL(©), 
where r e Aut(©) is the differential of TG Aut(G). Furthermore A e33(G)<-• _4 e 
e33(©), / l e M ^ G J H ^ e M 1 ^ ) . A has idempotent F-type iff _4-has idempotent 
F-type on the vector space ©. The fullness concept is translated in the following 
way: Define the class of F-full measures on © to be ^"/(©) : = {/!: jne 2FT(G)}. 
Then, since Aut(G) <-» Aut(©), M1(G) <-> M*(©) are topological isomorphisms, the 
convergence of types theorem holds for J5"^©) iff it holds for «^"r(G), i.e. (F, ^ ( © ) ) 
fulfil (1.3a,b,c) on ©. (For F = Aut(G) see [HN]). 

So we are well motivated to study F-full measures and F-types on finite dimen­
sional vector spaces in the following § 2. 

§ 2 Finite dimensional vector spaces 

In the following we restrict our considerations to the case G = £, E a finite dimen­
sional vector space, hence the simplest class of nilpotent simply connected Lie groups. 
The results collected in the sequel serve as a toolbox for the general situation. The 
results are more or less known ([P], [SP], [S], [Ml]) , therefore it is sufficient to 
sketch the proofs. 

2.1 Let E = (R*, let F = Aut(F) = GL(d, R) be a closed subgroup. Let \i e M'(F) 
have idempotent F-type, i.e. 

(2.1) rfi*Tfi = Tfi. 

(Hence /x is F-stable in the sense of [P], [S], [Ml].) 
We fix according to 1.3 sets of F-full measures 3FT, &\. We call \i (simply) full 

if \i is GL(F)-full, i.e. ft is not concentrated on a proper linear subspace of E. 

Problem A. Under which conditions does (2.1) imply F-fullness? 

2.2 Proposition. Assume (2.1) to hold and assume further that 

(2.2.a) F acts irreducibly on E, i.e. the T-invariant subspaces are trivial, and 

(2.2.b) fi # ex , x e G . 

Then \i is full, hence T-full. 
[Let Ei : = <supp fi> be the linear subspace generated by supp \i. By assumption 

for any x e Eu x # 0, there exists be T such that bx$Et. 
1. Assume first Oesupp/J. Assume further xesupp/*, x # 0, 6 e F , bx^Et. 

Then supp (ft * b(fi)) 2 supp \i + supp b(fi) 3 supp \i u fc(supp \x) 2 supp H u {x}. 
Hence dim <supp (ft * b(fi))y > dim Ev On the other hand \i * b(fi) = c(fi), where 
c -= *(id, ft) e F. Hence <supp (/* * b(fi))> = c(£0> a contradiction. 
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2. If 0 £ supp \i we consider the symmetrization v = fi* p. We have v # e0 by 
assumption, and Oesuppv. Obviously v has idempotent F-type (since M1(E) is 
abelian). Hence by 1. we obtain that v, and hence \i, are full.] 

Obviously (2.2.b) can be replaced by 

(2.2.c) ii # e0 

if p is symmetric. Hence we obtain 

2.3 Proposition. Under the assumptions (2.1), (2.2.a) (2.2.c.) and (2.2.d) -ideT 
we obtain that \i is symmetric and full. 

Problem B. Given a symmetric GauB measure p with covariance operator R. 
For which groups T is (2.1) fulfilled? 

Remark that in this case (2.1) is equivalent to 

(2.1') For a,beT there exist ceT such that aRa* + bRb* = cRc*. 

Furthermore p is full iff R e GL(£). 

2.4 Proposition. Let R e GL(E) as above. Let a, be GL(E). Then there exists 
c e GL(E) satisfying (2.V) ([S]). c can be constructed as follows: Put Q : = aRa* + 
bRb*. Then for any orthogonal U, c = Q1/2UR~1/2 is a solution. The invariance 
group 3(p) = R1/2D(E) R~1/2 is conjugate to the group of orthogonal transforma­
tions £)(£). The solution c of(2.V) is unique up to a translate of Zs(p). 

Let T = A+(E) respA"(£) be the subgroups of upper resp. lower triangular 
matrices (with respect to a fixed orthonormal basis). Then, if a, be A+(E) there 
exists a solution ceA+(E). Since GL(E)jX)0(E) s A+(E), and [£>(£) : ̂ )0(-^)] = 2 
this solution is unique up to £)(F) n A+(E). 

Here A+(E) is the subgroup of A+ with positive entries in the diagonal. Hence 
we obtain: Let p a be full symmetric Gaussian measure with co variance operator 
R e GL(E). Then Problem B has a solution in the following situations: 

a ) T = GL(£) ([S],[M1]) 
b)T = A+(E) or A~(E) ([S]) 
c) T = D(£) the group of diagonal matrices, more generally F = £ © GL(£,), 

where E = £ © Et is a decomposition into (orthogonal) eigenspaces of R. 

Problem C. Under which conditions does (2A) imply that p is Gaussian? 

If \i satisfies (2.1) \i is infinitely divisible and hence embeddable into a continuous 
convolution semigroup. Let Q be the symmetric Gaussian part of the generating 
distribution, let R be the corresponding covariance operator, and let n be the Levy 
measure. We obtain immediately. 

2.5 Lemma. There exists a decomposition E = Ex® E2 of E such that Q and n 
are concentrated on Ex resp. on E2. Furthermore Q and n have indempotent T~type, 
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precisely for a9beF there exists ceT such that 

(2.5a) aRa* + bRb* = cRc* and 

(2.5.b) a(rj) + b(rj) = c(rj) hold . 

If n has idempotent F-type F is closely related to the decomposability semigroup 
Dec(/z) : = {a e End (E) : \i = a(\i) * v, for some v = vae M*(F)} (see [MU], [Ml ] ; 
see also [Hal] for groups). Hence it is natural to consider the set of projectors 
in rh

9 the closure of F in the semigroup End (E). 

The following ideas are contained in [Ml] : 

2.6 Proposition, a) Let \i be F-full with idempotent F-type. Let ni9 i = 1, 2, be 
projectors in Fh ^ End (E)9 such that nt - n2 = 0, nt + n2 = id. Let Et = nt(E). 
Then there exists ceT such that the Levy measure rj is concentrated on c(E1) u c(E2). 
b) If Ex and E2 are F-invariant rj is concentrated on Ex u E2. And p = v1 ® v2, 
where vt e Mi(Ei) have idempotent F\E-type. 

[Cf. [Ml ] : Let an9 bneF with an -> nl9 bn -> n2. Put cn : = <P(an9 bn). Then 
an(fi) * bn(fi) -> n^ji) * n2(fi) = v, a full measure. On the other hand an(fi) * bn(fi) = 
= cn(ii) with cn e r. The convergence of types theorem yields the relative com­
pactness of {cn} with accumulation points ceF fulfilling c\i = v, hence \i = 
= c~1n1(jj) * c~1n2fi.J 

2.7 Proposition. Let /z, nl9 n2 be as in 2.6. Assume there exists a0e F such that 
aQn^E) = nx(E) and a0n2(E) n n2(E) = {0}. Then the Levy measure rj is con­
centrated on cnt(E) = c(E1) for some ceT. 

[Cf. [Ml]: According to 2.6 rj is concentrated on Fx u F2, where Ft = cn^F), 
i = 1,2. Put d : = #(id, a0). We obtain \i * a0(\x) = d(/i), hence rj + a0(rj) = d(rj). 
The measure on the left side is concentrated on Ft u F2 u ao^i) u ^0(^2) = Fi u 

F2 u aoC^) whereas the measure on the right side is concentrated on d(Fj) u d(F2). 
Hence we obtain rj(F2) = 0.] 

2.8 Corollary. Let fi, nl9 nl9 a0 be as in 2.7. Assume n^E) to be F-invariant. 
Then rj is concentrated on Et = fi^E). 

2.9. Proposition. Let fi be a symmetric (non-full) Gaufi measure with idempotent 
F-type9 let R be the covaraince operator. Assume that the kernel N(R) = Ex : = 
= {x e E : Rx = 0} is F-invariant and put E2 : = R(E). Then F c GL(Fi) © 
GL(F2), i.e. E2 is F-invariant. Conversely, let \i be symmetric Gaussian with 
convariance operator R. Let again Et = N(R) be the kernel and E2 = R(E)-
Assume F = GL(F2) ® GL(Et). Then fi has idempotent F-type. 

[Let a eF. Then a has a representation a = I , a e GL(F2), y e GL(Fi), 

j S e H o m ^ , ^ ) . We see immediately that the kernel of aRa* is (p* + y*)(£i). 
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Put c : = $(id, a) with representation ( * \. Then cRc* = R + aRa*. Hence, 

R being positively semidefinite, the kernel N(cRc*) is contained in the intersection 
N(R) n N(aRa*) = E1 n (p* + y*) (Et). Therefore (j3* + y*) (Et) _ El9 hence 
j8* = 0. Hence N(cRc*) = El9 this implies (p* + y*) (Fx) = El9 whence £* = 0 
follows. Therefore ft = 0. The converse is obvious.] 

2.10 Proposition. Let fieM1(E) fulfil (2.1.) Assume that9 w.r.t. a fixed basis 
(e)d

i=l9 r = -~(F) , fhe group of lower triangular matrices. Then \i is concentrated 
on Ed : = Ued or \i is Gaussian. 

[Cf. [S] 6.2. Assume that \i is not concentrated on the F-invariant subspace Ed. 
Let E = Fx © F2 be a decomposition, Ft supporting the Gaussian part Q9 F2 

supporting the Levy measure. According to corollary 2.8 rj is concentrated on Ed. 
Hence by assumption the Gaussian part is nontrivial. If n ^ 0, the kernel of the 
covariance operator contains Ed9 hence ker R ^ {0}. Therefore by proposition 2.9 
F _ GL(R(E))) © GL(ker(£)), a contradiction.] 

2.11 Proposition. Let fieUl(E) fulfil (2.1). Assume F = GL(F), dim E _ 2 
and fi 9-= £0. Then \i is symmetric, full and Gaussian. 

[According to proposition 2.2 and 2.3 \i is full and symmetric if \i ^ e0. Since 
any projector is contained in Th we can apply proposition 2.6 and 2.7 to any de­
composition E = n^E) © n2(E). Therefore 7̂ = 0, i.e. \i is Gaussian. (Cf. [S], see 
also [P], [Ml]).] 

The next example illustrating the problems A, B, C will be used in § 3 in connec­
tion with Heisenberg groups: 

2.12 Proposition. Let n _ 1. Let E = R2n. We use a vector space basis (Xl9 Yl9... 
...9Xn9 Yn). Let T : = {a = (atj) e GL(F) such that the subdeterminants cot(a) : = 
= a2i,2ia2i+i,2i+i — a2i,2i+ia2i+i,2i are independent of i9 1 ^ i ^ n). Assume 
\x =)= S0. Then, if p, has idempotent T-type, \i isfull9 symmetric and Gaussian. 

[Let Et be the two dimensional subspace generated by Xi9 Yi9 1 ^ i ^ n. Let 7tt 

be the projections onto Et. Let \i ^ s0 fulfil (2.L) Since F acts irreducibly we obtain 
by proposition 2.3 that \i is full and symmetric. Since the projections n{ belong to 
Th _ End(JE) we obtain by proposition 2.6 that the Levy measure n is concentrated 
on a subset c(Ex) u ... u c(En)9 with c e F. W.l.o.g. we may assume supp(fj) _ 

n 

_ (J Et. Put nt : = n\Ei9 1 _ i _ n. For fixed i0 let Tio : = {a e T :aE{ = Ei9 

I 

1 = i _ n9 and a\Ei = c idEi9 i ^ i0, where c = c(a) e R*} _ GL(^2). Let a, be Tio. 
Then a(n) + ,%) =. c(iy) implies a(nio) + % 0 ) = c(rjio) for some c e FI0, i.e. nio 

has idempotent Fl0-type. Now by proposition 2.10 nio = 0, 1 ̂  i0 ^ w hence we 
obtain */ = 0.] 
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In the last example we consider a special group F .= GL(R2) admitting no full 
measure without idempotent F-type. The proof seems to be complicated at the first 
glance. But in § 4 examples of this type turn out ot be quite natural. 

2.13 Proposition. Let E = R2
9 

letT: = J ( * °2 J : x # 0, z e R \ C A~2(E) C GL(F) . 

There is no full measure with idempotent F-type. 

Proof: Assume \i to be full with idempotent F-type. The Fourier transform is 
representable as \i = e* with conditionally positive definite and continuous \j/9 

such that i/f(0, 0) = 0, \j/(09 1) and \j/(\9 0) ^ 0, and such that for a9be F there exists 
c e r fulfilling \J/ o a* + \J/ o b* = \j/ o c*. 

Any one-parameter group (af) in F is conjugate to I af = i 2 J] , hence 

w.l.o.g. we assume \i to be (a()-stable. I.e. ty(t£i9 t2Z,2) = f^(^i9 £2), (£i9 f2) G ^2> 

t > 0. Since Re2 is F-invariant and since a = I 2 J acts on Rei = £//Re2 by 

multiplication with X(T-=0), the projection of \i onto the first coordinate is symmetric. 
Hence $(Zi9 •) = *A(-fl5 ')• 

The closure F* of F in End (E) contains the nilpotent endomorhphisms I J, 

<re R. The convergence of types theorem easily yields the existence of c = I 2 ) , 
such that \Q ' 

(*) iKfi, ii) + H'ti* o) = mi + <?« 2. t
2z2). 

Consider £2 = 0, then t = 1 follows. 
Put £2 = f, £i = 0 we obtain il/(0, 1/f ) + ^(cr, 0) = </>(e, 1/f ). Passing to the 

limit for { -> oo this yields |a| = \Q\. Put { = £2 > 0, <r£ = f t > 0, Q = o9 t = 1, 
a : = ^(1 , 0), b : = ^(0,1). We obtain by (*) 

(**) Hti> ti) = a(\ + b&2 . 

But if n has idempotent F-type we obtain e.g. ^(f i , £2) + iA(£i + zf2» £2) = 
= ^(tfi + w{2, *

2<!;2). Consider f2 = 0 then f = 2, resp. r = 21 /a follows. Further­
more put <Ji = 0, £2 = f > 0 and let again £ -> oo, then |w| = |Z|/21/a follows. 
Therefore for £l5 £2, z > 0 

(***) Hii> Zi) + iKf i + **2, ii) = 2 ^ 1 + z/22/a, fc). 

But it is easily seen that \jj fulfilling (**) cannot fulfil (***). • 

§ 3 Completely stable measures 

On a vector space E = Rd
9 1 = d < oo, fi is called completely stable (in the strict 

sense) if/x has idempotent F-type for F = GL(F). In this case (see § 2. 2.11) we have 
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for d = 2: Either /x = e0 or \i is full and symmetric Gaussian. Our aim is to obtain 
similar characterizations of full stable Gauss measures for simply connected nil-
potent groups. Remark that in contrast to the vector space case 1. not every sym­
metric GauB-measure is stable and 2. fullness of GauB-measures does not imply 
that the covariance operator is injective. 

First step: Appropriate definitions of complete-stability. Let G be a simply con­
nected nilpotent Lie group. Let n : G -> G\\G, G] be the canonical projection. The 
(abelian, simply connected nilpotent) group G\[G, G] = : m is a vector space of 
dim m = dim G if G is a vector space ( = m) or dim m = 2. a e Aut(G) induces 
a e GL(m). Let n : Aut(G) -> GL(m) be the homomorphisms a i—>a. If F .= Aut(G) 
is a subgroup we define F : = 7i(F) := GL(m). We define further Aut(m) : = 
= 7i(Aut(G)) c GL(m). 

3.1 Definition. Let \i e M1(G) have idempotent F-type. \i is called completely 
stable if F is sufficiently large, precisely if 

(3.1) F : = n(T) = Aut(m) : = n(Aut(G)) . 

3.2 Remark, a) If G is a vector space we have G = m, F = F. Hence (3.1) is 
equivalent to F = GL(m) resp. F = Aut(G). b) If F = Aut(G) then obviously (3.1) 
is fulfilled. But, as simplest examples show, often there are no measurres \x / ee with 
idempotent Aut(G)-type. 

There is another vector space closely related to G as pointed out in 1.15: 

Let (5 be the Lie algebra, let \i be the corresponding measure on (5. To a e Aut(G) 
there corresponds an automorphism a e Aut((5) c GL((5). We choose $FT c M1(G) 
and J ^ c M 1 ^ ) such that we have: \i is F-full (on G) iff/1 is F-full (on (5). a e Aut(©) 

has a representation a = ( I, where a e Aut(m) (m ^ ©/[©, &] L= G\\G, G]), 

P e Horn (m, ©x), 7 e Aut(©x) (with ©x : = [©, ©]). We identify the images 
ai-> a and a h->a. 

3.3 Proposition. Assume F c Aut(G) to be a closed subgroup and \i to have 
idempotent T-type. Assme further that (a) F = {a = a e GL(m) : a e F } acts 
irreducibly on m. Then \i is full, hence T-full, or JX is concentrated on a coset x\G9G\. 
If moreover (b) — idm e t then \i is full or ft is concentrated on [G, G]. 

[Let n be the natural projection G -> G/[G G] = : m. 7r(//) 7-- e ,̂ x e m. F is irre­
ducible by (a). Hence n(fi) is full on m according to proposition 2.2. Therefore 
([HN]) \x is full on G. hence F-full (cf. Definition 1.3). If moreover (b) holds proposi­
tion 2.3 yields that n([i) is full provided n(fi) 7* £0.J 

A straightforward generalization is obtained in the following way: 

3.4 Proposition. Let H be a T-invariant connected closed subgroup, H =• [G, G]. 
Assume further that there is no proper T-invariant closed subgroup between H 
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and G. Then, if n has idempotent T-type, \i is concentrated on a coset of H or the 
projection is full on G\H. 

[Let nt : G -> GjH = : n be the canonical projection. Assume n^p) ?- £-;, x e n. 
T acts irreducibly on n by assumption. Hence nt(p) is full on n by proposition 2.2.] 

3.5 Remark. It is easily shown by examples that in general fullness on GJH does 
not imply fullness on G (if H # [G, G]). 

3.6 Corollary. Let [G, G] be the largest proper characteristic closed connected 
subgroup of G. Then any completely stable measure \i is full on G or concentrated 
on a coset of [G, G]. 

[Follows immediately from 3.3] 

3.7 Proposition. Let \i be T-full with idempotent T-type. Let (pt = Exp tA) be 
the corresponding c.c.s. Let H be a closed proper T-invariant connected subgroup 
— [P* G]> let § c (5 be the corresponding ideal. Assume that, with respect to 
a fixed basis, the induced group F on n : = ©/§ is the group of lower triangular 
matrices A~(n). Then we obtain a decomposition A = A1 + A2, where A± is Gaus­
sian and the Levy measure of A2 is concentrated on H. Therefore, the projection 
of p. to G\H ^ n is (full) Gaussian. 

Proof: \i is embeddable into a c.c.s. (Expt A = pt), where A has idempotent 
(infinitesimal) F-type (according to 1.11). Therefore, we consider the corresponding 
semigroup (yt = Exp tA) on ©. A has idempotent F-type (1.4). Let nx : (5 -> n : = 
= ©/§ be the canonical projection. Proposition 2.10 implies that 7T1(y.>) is full and 
Gaussian. 

Let Ax resp. A± be the Gaussian part of A resp. A. Then we have rc^Exp tA) = 
= nx(Exp tAt). Therefore the Levy measure r) of A is concentrated on Jr>, hence the 
L6vy measure rj of A is concentrated on H. • 

3.8 Corollary. Lef \i be completely stable. Assume that [G, G] is fhe largest 
proper closed characteristic connected subgroup. Assume \x is not concentrated 
on a coset of [G, G]. Then \i is full, hence embeddable into a stable c.c.s. (p,t = 
= Exp tA), The Levy measure rjA of A is concentrated on [G, G], the Gaussian part 
Ax generates a full Gaufi-semigroup on G\\G, G]. 

[Put F c Aut(G) such that F = Aut(m), H : = [G, G]. Proposition 3.2 
resp. Corollary 3.6 yield fullness of \i. By Proposition 3.7 we obtain the desired 
decomposition.] 

In § 4 we will consider concrete examples and show that we have the means to 
determine the possible completely stable measures. For certain classes of groups, 
e.g. the Heisenberg groups we obtain the expected characterization: Full completely 
stable measures are (stable and) Gaussian. This rises the inverse question: Which 
(stable) Gaussian measures are completely stable? For example we obtain 
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3.9 Proposition. Assume that to any complement mt of [©, ©] in © there cor­
responds a subgroup F =. Aut(G), hence F .=" Aut(©) such that 

(3.9a) mx is t-invariant and 

(3.9b) Aut(m) = F — A~(m) with respect to some basis of m ~ mx. Then any full 
stable Gaufi-measure n on G is completely stable. 

Proof: Let (fit = Exp tA) be a full stable GauB-semigroup on G. Then, with 
respect to some adapted basis {XJ of ©, A = £cj.Xf. And with respect to a group 
(af) ~l Aut(©), dt(A) = i*_4. Since [©, ©] is characteristic, this implies that ct = 0 
for Xt e [©, ©], hence A is concentrated on a complement mj of [©, ©]. Let 
Xl9 . . . ^ s p a n m Y 

Consider the projection onto m = Gj\G, G] =? ©/[©, ©] = m ^ 
Let a, b e F =. Aut(G), let a, 5 be the corresponding automorphisms on m, 

hence a,5 e A~(m). According to proposition 2.4 there exists ceA~(m)9 such 
that a(n(A)) + B(n(A)) = c(n(A)). 

But F = A~(m) = F9 hence there exist c eF , such that c(y|) = nc(A). And since 
m t n [©, ©] = {0}, and since A is concentrated on mt and since irti is F-invariant 
we have d(A) + b(A) = c(y|), hence a(A) + b(A) = c(A) as asserted. • 

Analogously we obtain 

3.10 Proposition. The assertion of 3.9 remains valid if we replace (3.9b) by 

(3.10) Aut(m) = F = GL(m) . 

§4 Some examples 

In the following we discuss in details completely stable measures on some nil-
potent Lie groups. Let G be a nilpotent simply connected Lie group with Lie algebra 
©. Let [G, G] resp. [©, ©] be the commutator and m : = Gj[G, G] =̂  ©/[©, ©]. 
Let n resp. n be the canonical homomorphisms n : G -> m resp. n : © -> m. 

Let F be a closed subgroup of Aut(G), let F be the corresponding object in Aut(©) .= 
!= GL(©) and let F =. GL(m) be the group induced on (the vector space) m. We 
assume throughout F = Aut(m), i.e. if n : Aut(G) -» GL(m) is the canonical homo-
morphism, n(T) = F = 7t(Aut(G)) (hence =. 7i(F)). 

Let \i ~ M1(G) have idempotent F-type. Then by 1.9 fz is embeddable into a conti­
nuous convolution semigroup (fit = Exp tA). Let (yt = Exp tA) be the corresponding 
convolution semigroup on (the vector space) © (cf. 1.15, 3.2 ff). 

Example A. Heisenberg groups. 

We start with G = Hl the threedimensional Heisenberg group with Lie algebra 
© = § i generated by (X, Y, Z : [Z, Y] = Z}. 
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Al. The automorphism group Aut(§x). 

With respect to the basis [X, Y, Z] de Aut(§x) has a matrix representation 

d = ( I where a e GL(R2), ceR2 (representing a homomorphism R2 -> R) 

and y = det a e R*. Note, in this case F =- GL(#2), m =" R2. 

A2. Either /z is full and n(fi) is symmetric Gaussian or \i is concentrated on the 
centre [G, G] = RZ. 

[Apply corollary 3.8.] 

A3. The Levy — measure rj of A is concentrated on [G, G]. 

[Again by corollary 3.8.] 

A4. \x is either (1) a full stable Gaussian measure with generator concentrated 
on a complement of [G, G] or (2) /* is a symmetric stable measure concentrated on 
the one-dimensional subgroup [G, G]. 

[According to A.l — A.3 the generator A is representable as A = Q + L, where 
Q is Gaussian, w.l.o.g. concentrated on m = {/ftPX + RY} and Lis the corresponding 
term with Levy measure rj concentrated on [G, G]. Let a e Aut(G). Then the restric­
tion a|[G,G] 1S the homothetical transformation x i—• y • x with y = det a. Since -y 
runs through R \ {0} = R* and since L has idempotent F-type, we obtain that L 
generators on [G, G] = R • Z =" R an one-dimensional symmetric stable measure. 
Let c be the stability index. 

Assume now that the Gaussian part Q is non-trivial. We consider subsets of 
automorphisms 

It 0 0\ / l 0 o\ 
u(t) = 0 1 0 , t > 0 and v(s) = 0 s 0 J , s > 0 . 

\ * * t) \* * s) 

W.l.o.g. we assume Q = oX2 + QY2,O,Q> 0. Q has idempotent F-type therefore 
u(t)(Q) + h{s)(Q) = w(s,t)(Q) 

l(t2 + 1)1/2 0 0\ 
with w(s, 0 = 0 (s2 + 1)1/2 0 , where z = ((t2 + 1) (s2 + 1))1/2 . 

\* * z / 

On the other side, since u(t), v(s), w(s, t) act on (©, (5) by multiplication with s, Z 
resp. z, this yields: 

If Q ^ 0 and L ^ 0 we obtain for s > 0, f > 0: (sc + fc)
1/2 = (t2 + 1)1/2 . 

. (s2 + 1)1/2, a contradiction. But Lis non-Gaussian, since A is stable and the Gaus­
sian part Q on m is non-zero. Hence L = 0.] 

A5. Let \i be full, hence Gaussian, and completely stable. If we assume w.l.o.g. 
that the GauB generator on (5 is supported by RX + RY = m, then m is F-invariant, 

hence det has a representation d = ( J (cf. proposition 2.9). This means F 
acts without inner automorphisms. ^ ' 
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So, even in the simplest non-vector space case there exist no full measures with 
idempotent Aut(G)-type. This justifies our definition 3.1 of complete stability. 

A6. Consider now the 2n + 1 — dimensional Heisenberg groups Hn with Lie 
algebra §„ generated by {Xh Yh 1 ^ i ^ n, [Xh YJ = Z}. Then, a e Aut(<r>,.) has 

a matrix representation a = I 1, where a runs through the subgroup of GL(^2fl) 

considered in proposition 2.12. This proposition yields again the dichotomy: either 
fi is full or concentrated on [G, G]. Now the same considerations as in Al — A5 
yield: 

Either JX is concentrated on [G, G] = RZ and symmetric stable or \i is full stable 
and Gaussian. 

B. Groups of Type H. These are step-two nilpotent groups which can be re­
presented as direct products of ?,baby-Heisenberg groups". For more information 
on the structure of type-H algebras and their automorphisms see e.g. [CDKR], 
[Ko], [FKS]. Along the lines of example A one can show that also in this case 
completely stable measures are either full Gaussian (and stable) or concentrated 
on the commutator subgroup (G, G]. 

C. Next we consider an example with 2-dimensional centre: Let G be the group 
with Lie algebra (5 =• R5 generated by {XUX2,X3, Yu Y2} with [X i ,X 2 ] = *i, 
[Xl9 X3] = Y2 (all other commutator relations zero). 

Let \i be completely stable. 

We obtain for a e Aut(©) a representation a = I I, where a = (a(j) e GL(R3), 

p = (bij) e GL(R2), y = (ctJ) e Horn (/ft3, R2), fulfilling the following conditions: 

^33 = ^11^22 ~~ #21a12 = ^11 J ^23 = a\la32 ~~ a\2aZ\ = ^21 > 

A32 = b12 , A22 = b22 , 

and (since \aX2, aX3] = 6) A3l = A2l = 0. 

Here Atj are the 2-dimensional subdeterminants. 

There, as in the preceeding examples, ft is represented as a function of a. (This 
reflects the fact that (5 is stratified.) 

/ 1 0 0\ 
It is easily seen that a = 0 corresponds to ft = a-. Hence, if a runs 

\o a i / 
through Aut(m), fi runs through GL(ff2). Note that Aut(m) = {a} zi A~(R3) and 

/ 1 0 0\ 
the permutation I 0 0 1 I exchanging X2 and X3. Hence Aut (m) acts irreducibly 
on m. \ 0 1 0/ 
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Therefore we obtain 

CI. ix is full or concentrated on [G, G] s RY± + RY2. 

[Since F = Aut(m) acts irreducibly on m = R3.J 

C2. If \i is full, ii is Gaussian and symmetric. 

[We obtain as before that n(fi) is full Gaussian on m, and that the Levy measure r\ 
is concentrated on [G, G] =* R2. But rj has idempotent F-type (lemma 2.5) and 
F|[G,G] =" GL(R2). Hence rj = 0 (proposition 2.11).] 

C3. Let n be full (hence Gaussian). If we assume w.l.g. that the generator is 

concentrated on RXt + RX2 + RX3 = m. Then f = Id = (^ ) : a e Aut(m)I . 

[Follows immediately from proposition 2.9.] 

C4. Let JJ, be concentrated on [G, G] and assume \i ^ s0. Then \i is symmetric 
and Gaussian on [G, G], 

[fi has idempotent F-type and r\lGtG] =" GL(#?2). Apply proposition 2.11.] 

D. In the next example we consider a stratified Lie algebra with non-trivial 
proper characteristic ideal § => [©, ©]: G : = Ht® R, © = R* with generators 
X, Y, Z, U such that \X, Y] = Z, all other commutators zero. We have [(£, (£] = 
= RZ £ (£(©) = RZ + RU cz ©. Therefore m = RX + RY + RU. Hence 

Aut(G) = id = (* *j\ : oc 6 GL(m), y e Horn (m, 3) , /? e GL(3) : P = f*11 ° ) : 

: b22 = det al . Let n : © -> ©/[©, ©] = m = «2T + #?Y+ ffLT as before, and 

7i* : © -• ©/3(©) = : n = #?X + RY. We obtain Aut(m) = ln(d) = (* ? V 

* = (Viif y^), *n e « \ { 0 } f a e GL(/^2)i . 

D l . n*(fi) = e0 or n*(fi) is full symmetric Gaussian on n. 

[As in the preceeding examples.] 

D2. The Levy measure r\ of \i is concentrated on the centre 3(G) = RU + RZ 

[As in the preceeding examples.] 

D3. n(n) is concentrated on 3 = RU or n(fi) is full Gaussian. 

[According to D l the Levy measure of n(fi) is concentrated on 3 = RU. Let 
n(A) = : B be the generating distribution of n(fi), let B = Bx + B2 be the decomposi­
tion into the Gaussian part Bx and the non Gaussian B2. Assume that n(ii) is full. 
W.l.o.g. we assume further that Bt is concentrated on n = RX + RY. But Bt has 

idempotent F-type, hence (proposition 2.9) we obtain f c | f l = j U i.e. 
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c = 0, a contradiction to the assumption F = Aut(m). Hence B^ is full Gaussian 
on m ^ U3, and therefore we obtain n(n) = 0.] 

D4. Let \i be full. Then \i is Gaussian. 

[According to D3 n(\i) is Gaussian, hence the Levy measure ^ is concentrated on 
[G, G] _ RZ. But G contains the Heisenberg group Ht. Hence we repeat the proof 
of A to obtain ^ = O.J 

E. Up to now our examples were step-two nilpotent groups resp. algebras. To 
obtain examples of groups with longer descending central series we consider a special 
class of groups the automorphism groups of which are not too complicated. A(nil-
potent) Lie algebra © (resp. the corresponding simply connected group G) is called 
threadlike (filiform) if there exists a basis {Xx, ...,X„} of © such that 

[X1,Xi]=Xi+1, 2 = i = n (VntXj: = 0,j>n) 

[X 2 ,X 3 ]Gr 5 and 

[ I . I J e r ^ , ! , 2 = i<j = n, (i,j)*(2,l), 

hold. Here Fk is the subspace generated by {Xk,..., Xn}. Indeed, rk is an ideal then, 
and we have (cf. [MR] § 8): 

1. The descending central series is given by 

©, = ri+2, i = i. 
2. I fd im© = n = 4 

r2 is also characteristic. Hence a e Aut(©) has a matrix representation of lower 
triangular matrices, i.e. ^ ^ _, ^ . . ^ 

In the following we will always suppose n = dim © _ 4. 

3. Especially m = RXt + RX2 is a complement of the commutator 

[©, ©] = F3 . 

The essential group for our considerations is therefore 

F = Aut(m) _ A~\R2). 

4. Let a = (a{j) e Aut(©). The relations 

[Xl9Xi] =Xi+l imply axla22 = a33, ..., allan.1>n_l = ann . 

Hence, put alt = x, a22 = y, a2l = z, i.e. a = ( 1, then the main diagonal 
of a is given by x, y, xy, x2y,... xn~2y. ^ ^ 

5. The relations [K^XJ = Xi+l, 1 g i < n imply further commutator relations> 

e.g.: 
[X2 ,X4] = [ X 1 , [ X 2 , K 3 ] ] , 

[X2 ,X5] = [X,, [X2 ,X4]] - -\_xux2\xA] = [Xl9 [X2 ,X4]] - [* 3 .X 4 ] 
etc. 
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The algebra structure is therefore determined by 

\X2, X3\ , \X3, X_y\, . . . . 

6. rt = © i + 2 are characteristic in ©. Especially we have ©/F4 = ©/©2 = $ t , 
the Heisenberg algebra. 

7. Let ae Aut(©). Since a"Zi+1 = a[X!,XJ = \aX_, dX%\\ = 
= [az1,4X1,zl._1]] = ... 
the matrix a is determined by the column vectors (an) and (ai2). 

El Example. (Free threadlike algebras). 

[Xl9Xi]=Xi+l9 2 = i = n- 1 , 

(all other commutators zero). If n = 7 we obtain the algebra G(0, 0, 0, 0) in the list 
[MR] § 8. The next examples also belong to this list: 

E2 Example, n = 7 (G(l, 0, 0, 0) in [MR] § 8). 

\X1,Xi_]=Xi+1, 2 = z = 6 , 

\X2,X3]:=X5, hence [ Z 2 , X 4 ] = X 6 , 

[ X 2 , X 5 ] : = 0 , [X4 ,X5] = 0 , 

(and all other commutators zero). 

E3 Example, n = 7 (G(0, 1, 0, 1) in [MR] § 8). 

\X,,X^=Xi+1, 2 = i ^ 6 , 

\X2,X3_]:=X5, hence [ X 2 , X 4 ] = X 7 , 

[X3, X4] : = X7 , hence [X4, X5] = 0 , 

(and all other commutators zero). 
Let a = (a,7)e Aut(©) with a1± = x, a22 = y, a21 = z, hence aH = x'"2y> 

3 = i = 6. 

In Example El we obtain only further relations like a11a32 = a43, a__a42 = 
= a53,..., but no restrictions on axl = x, a22 = y, a21 = z. 

Therefore in this case 
Aut(m) = A-(m) = A "(/ft2). 

In Example E2 the additional relation [K 2 ,X 3] = X5 implies a22a33 = a55, 
hence xy2 = x3y, resp. y = x2. Therefore in this case we obtain 

Aut(m) = <(;C
 2 ) , XGR*, zelRV 

and an = x\ 1 ^ i ̂  7. 

In Example E3 the additional relations \X2,X3_\=X6 and [ K 3 , K 4 ] = X 7 

imply y = x2 as above and we obtain x2x5 = x6, hence au = 1, 1 __^ i _^ n. 
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Therefore Aut(©) and Aut(m) = < ( J > are groups of unipotent matrices and ©. 
is not contractible ([MR] § 8). ^ '* 

Let now \i be full and completely stable on G. Let n(fi) be the projection onto m 

In Example £1 n(jj) has idempotent A"(m)-type, therefore n(jj) is full, sym­
metric Gaussian on m. Hence the Levy measure rj of fi is concentrated on [G, G]. 
On the other hand the Gaussian part of \i is concentrated on a complement mt 

of ©!• Assume w.l.o.g. that m1 = m. Then according to proposition 2.9 m is F — 
invariant, therefore 

7* 0 0 
z y xy 

г = i 
0 0 

Consider now succesively the projections 7r£: CS i—> ©/©f, i = 2, ..., n9 we obtain 
by the same arguments as in example A that rj = 0. (Note, e.g. that ©/©2 = £>1 

is the Heisenberg algebra.) 

In Example E2 there is no full Gaussian measure on m with idempotent Aut(m)-
-type. This follows immediately since the one-parameter groups in Aut(m) are 

conjugate to ( 2 ) . But proposition 2.13 shows that there is no full measure 

with idempotent F-type on m. Indeed, if we don't suppose fullness, such measures 
are concentrated on Re2. Therefore we have: There is no full completely stable 
measure. The completely stable measures are concentrated on F2 and are stable 
w.r.t. the dilation group (at: Xt h-> tlXi9 i = 1, ... 7) there. 

In Example E3. G being not contractible, there is no stable measure on G (except ee) 
at all. 

F. We show in the next example that also full completely stable non-Gaussian 
measures may exist. The underlying group G (with Lie algebra ©) is three-step nil-
potent of dimension 4, a minimal example (cf. [K]): © is a semidirect extension of 
a Heisenberg algebra § 1 ? i.e. © is generated by (Xf)i^ ^ 4 , such that [Xl9 X2~] = X39 

[X2 ,X3] = X4 (all other commutators zero). Let Ff = RXt + . . . + RXA. F3 = 
= [©, ©] and F4 = 3(®) a r e characteristic. Since F2 = ad^1^©, ©]) we easily 
see that also F2 is characteristic. Hence we obtain: m = RX± + RX2 =" R2

9 

Aut(©) c A"(©) and Aut(m) = A~(m). 
Let a = (atJ) e Aut(©), put as before x : = all9 y : = a22, z : = a21. Then the 

commutator relations imply a33 = xy9 a44. = xy2
9 zxy = 0 and a43 = — a31y. 

Therefore Aut(m) = ]( Q ) : x, y e R*i . 

Let ft be full and completely stable. Then n(fi) splits n(fi) = vx ® v2 with sym­
metric stable one-dimensional marginals (corrolary 2.8). 
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Conversely, let vl9 v2 be symmetric stable probabilities in MX(R) with generating 
distributions Ai9 i = 1, 2. Letf£: R -> RXt ^ © be the canonical injections and put 
A : = A1 + A2e 23(©) has idempotent F-type for 

(x 0 

y Г: = , *, yЄ 

10 x2yl 

Therefore the corresponding probabilities on G are completely stable, and non-Gaus­
sian if vt are non-Gaussian. 

§ 5 Concluding remarks 

We shall sketch briefly what is known for infinite dimensional vector spaces. Here 
the situation is more complicated. Especially a convergence of types theorem holds, 
but only under restrictive conditions on the operator norms (see [LS]; See also 
[Sil, 2, 3] for a recent survey on operator-stability). 

Let £ be a Banach space, \i e M*(ii) a probability measure. 

5.L Let now T ^ ®(-E) be a semigroup, closed with respect to the strong 
operator topology. Assume 

(5.1) r(p)*r(p) = rQi). 

Obviously then for any neM there exist ane T such that ajjx) = \f. But this equa­
tion does not even imply infinite divisibility (cf. [MU] example 2). 

But if T is a group, we obtain 

(5.2) Vi = (a-\li))
n

9 

i.e. especially \i is infinitely divisible. We call again measures fullfilling (5.2) U-stable 
(cf. (1.10)). 

But, in contrast to the finite dimensional situation, B-stability does not imply 
stability. In [Si3] for a class of Banach spaces it is shown that any infinitely divisible 
probability measure is JB-stable. 

5.2. If we suppose suitable growth conditions on the norms of the operators 
bn (resp. b~x

9 b"1^) fulfilling (5.2) bnfin = \i9 we can apply the convergence of types 
theorem and find one-parameter (semi-)groups (at) in F, such that \i is stable w.r.t. 
(at)9 i.e. \it = at(fi), 0 < t < 1 (or t e R%). 

Hence, if we suppose (5.1) to hold with a selection function $ : F x r -> F 
fulfilling suitable boundedness conditions, again idempotence of F-type implies 
(operator-) stability. (See the definition of strong 2t-stability in [M2], see also [Si2].) 

5.3. In [MU] and [M2] the analogs of completely stable measures are considered. 
Especially, if F is the group of invertible bounded operators, the existence of \i 

69 



with idempotent F-type and with continuous selection function („strong stability") 
imply that \x is full Gaussian. 

And conversely, for full Gaussian measures on Hilbert spaces, the existence of 
a GauB-measure with idempotent F-type is characterized by growth conditions 
on the eigenvalues of the covariance operator ([MU]). 

5.4. As pointed out e.g. in [M2] and [MU] the existence of idempotent F-type 
is closely related to operator decomposability. (For groups see e.g. [Hal]). Let 
aeS(£). \i is called a-decomposable if \x = a(fi)*v for some veM1(E) (called 
cofactor). Hence a(fi) * b(fi) = C(JI) implies \i = c~xa(\i) * c~xb(\x), i.e. c~xa e 
G Dec(/i) and c~1b(fi) is a cofactor. E.g. in [Sie] the structure of the decomposability 
semigroup Dec(/j) of full symmetric Gauss-measures is described. [Si4] contains 
further investigations on the structure of Dec(/z), especially in connection with the 
existence of one-parameter semigroups. 
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