## Commentationes Mathematicae Universitatis Caroline

Michal P. Chytil<br>On changes of input/output coding. I.

Commentationes Mathematicae Universitatis Carolinae, Vol. 14 (1973), No. 4, 623--645

Persistent URL: http://dml.cz/dmlcz/105514

## Terms of use:

© Charles University in Prague, Faculty of Mathematics and Physics, 1973

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.


This paper has been digitized, optimized for electronic delivery and stamped with digital signature within the project DML-CZ: The Czech Digital Mathematics Library http://project.dml.cz

# Commentationes Mathematicae Universitatis Carolinae 

14,4 (1973)

ON CHANGES OF INPUT/OUTPUT CODING $I^{x}$ )

Michal P. CHYTIL, Praha


#### Abstract

Two classes of partial recursive functions corresponding to the intuitive notion of changes of inputoutput coding are introduced and two relations in the set of all enumerations of partial recursive functions are derived from them. Then tools of the theory of recursive functions are used to investigate the given structures.
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§ 1. Introduction. A large number of various computing devices has been designed for evaluating arithmetic functions. The evaluation of an arithmetic function by such a device is not direct - the device performs a mapping from a set of constructive objects (inputs) to a set of constructive objects (outputs) and it is necessary to interpret inputs and outputs as numbers. In other words, given a computing device, there is a freedom left in coding of numbers
x) A part of this paper was presented at the Symposium on Math. Foundations of Computer Science 73, Czechoslovakia.
by inputs and outputs. The different codings are not only more or less convenient for mathematical or practical purposes, but they can essentially change the power of the given device. A well-known (cf.[1], exercise $2-5$ ) example is coding of integers in Turing machines. If numbers are coded by all finite tape configurations, then there exist simple partial recursive functions which cannot be evaluated by Turing machines, but if only inputs in a "canonical" form are used for coding numbers, then every partial recursive function can be evaluated by a Turing machine.

This is a motivation for introducing and investigating the concepts of i-dependence and o-dependence of enumerations of arithmetic functions.

An enumeration of arithmetic functions $\left.\left(\alpha_{i}\right)\right)_{i=0}^{\infty}$ is said to $i$-depend on an enumeration $\left(\beta_{i}\right)_{i=0}^{\infty}$ iff $\left.\left(\alpha_{i}\right)\right)_{i=0}^{\infty}$ can be derived from $\left(\beta_{i}\right)_{i=0}^{\infty}$ by a change of input coding such that the following conditions hold:
(i) only inputs (possibly not all) which were used in the "old" coding are used in the "new" coding,
(ii) different numbers are coded by different inputs,
(iii) the change of coding can be done effectively.

Similarly $\left(\alpha_{i}\right)_{i=0}^{\infty}$ is o-dependent on $\left(\beta_{i}\right)_{i=0}^{\infty}$ iff $\left(\alpha_{i}\right)_{i=0}^{\infty}$ can be derived from $\left(\beta_{i}\right)_{i=0}^{\infty}$ by a change of output coding which satisfies the conditions:
(i) only outputa (possibly not all) which were used for the "old" coding are used for the "new" coding,
(ii) the change of coding can be done effectively.

In this paper we use tools of the theory of recursive functions to study these two relations on the system of all effective enumerations of partial recursive functions.
§ 2 contains definitions of basic notions and a summary of their elementary algebraic properties, § 3 and § 4 are devoted to the investigation of $i-d e p e n d e n c e$ and 0 dependence, respectively.

## § 2. Basic notions.

We shall use the following notation throughout the paper: $P_{n},\left(R_{n}\right)$ denotes the sets of all $m$-argument partial recursive (all recursive) functions, $N=\{0,1,2, \ldots\}$, id is the identical function $N \rightarrow N$, £g denotes composition of functions $£, g(£ g(x)=$ $=f(g(x)))$,
$D f, R f$ denote domain and range of $f$ respectively, $\varphi(x) \downarrow$ stands for $x \in D \varphi$, $\varphi(x) \uparrow$ stands FOr $x \& D \varphi$ and $f(x) \simeq g(y) \quad$ stands for $(f(x) \downarrow \equiv g(y) \downarrow) \&$ $\&(f(x) \downarrow \Longrightarrow f(x)=g(y))$.

Every effective enumeration $M_{0}, M_{1}, M_{2}, \ldots$ of computing devices for evaluating (partial) arithmetic functions Jields an enumeration $m_{0}, m_{1}, m_{2}, \ldots$ of (partial)
mappings

$$
m_{i}: I \rightarrow 0,
$$

where I and 0 are some sets of inputs and outputs, respectively. The arithmetic functions come on scene as late as a coding of numbers by elements of $I$ and $O$ is chosen.

We turn our attention only to the case when $m_{0}, m_{1}$, $m_{2}, \ldots$ is an effective enumeration of effective mappings and there are effective isomorphisms (i.e. l-1 onto mappings)

$$
\text { is, }: N \longrightarrow I \quad \text { and } \quad i s_{2}: 0 \longrightarrow N \text {. }
$$

Then the enumeration $m_{0}, m_{1}, m_{2}, \ldots$ passes to an enumeration $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$, where

$$
\alpha_{i}=i s_{2} m_{i} i s_{1} .
$$

As $i s_{1}, i s_{2}$ are isomorphisms, the enumeration $\alpha_{0}, \alpha_{1}, \ldots$ conversely determines the enumeration $m_{0}, m_{1}, \ldots$ (cf. Fig. 2.1)


Fig. 2.1.
We can therefore, without loss of generality, deal only with effective enumerations of partial recursive functions.

The following definitions formally introduce the no-
tions of i-dependence and 0 -dependence deacribed in $\$ 1$. Definition 2.1. 1) We say that a function $h \in P_{1}$ is an i-convention iff h is 1-1 and total.

I will denote the set of all i-conventions.
2) We say that a function $£ \in P_{1}$ is an o-convention iff $f$ is onto $N$.
$\sigma$ will denote the set of all o-conventions.

Lemma 2.2. 1) $I$ forms a monoid wrt the operation of composition of functions and with id as the identity element.
(I.e. (i) $f \in \mathcal{J} \& g \in J \Longrightarrow f g \in J$,
(ii) $f \circ i d=i d \circ f=f$ for all $f \in \mathfrak{I}$.)
2) $\sigma$ forms monoid wrt the same operation and identity element.

Proof: Immediate.
Definition 2.2. We say that $\left(\alpha_{i}\right)_{i=0}^{\infty}$ is an effective enumeration of partial recursive functions iff there is a $\sigma \in P_{2}$ such that $\sigma(i, x) \simeq \alpha_{i}(x)$ for all $i, x \in \mathbb{N}$.

Note. 1) By "enumeration" we shall mean "effective enumeration of partial recursive functions" throughout this paper,
2) "enumeration $\alpha$ " and "enumeration ( $\alpha_{i}$ ) " will be abbreviations for "enumeration $\left(\alpha_{i}\right)_{i=0}^{\infty}$ ".

Definition 2.3. Let $\varphi, \psi$ be two enumerations. We define:

1) $\varphi$ i-depends on $\psi$ ria $f(\varphi \leq i \psi$ via $£)$ iffy $f \in \mathcal{J}$ and $\psi_{i} £=\varphi_{i}$ for all $i \in N$.
$\varphi$ o-depends on $\psi$ via $h\left(\varphi \leqslant^{\sigma} \psi\right.$ via $\left.h\right)$
iff $h \in \sigma$ and $h \psi_{i}=\varphi_{i}$ for all $i \in N$.
2) $\varphi$ i-depends on $\psi\left(\varphi \leqslant^{i} \psi\right)$ iff there is an $£ \in \mathcal{I}$ such that $\mathscr{g} \leq^{i^{\psi}}$ via $f$.
$\varphi$ o-depends on $\psi\left(\varphi \leqslant^{\sigma} \psi\right)$ iff there is an $h \in \sigma$ such that $\varphi \Vdash^{\sigma} \psi$ via $\&$.
3) $\varphi$ is i-equivalent to $\psi\left(\varphi \equiv^{i} \psi\right)$ iff $\varphi \leq^{i} \psi \& \psi \leq \leq^{i} \varphi$.
$\varphi$ is o-equivalent to $\psi\left(\varphi \equiv^{\sigma} \psi\right)$ iff $\varphi \leqslant^{\sigma} \psi \& \psi \leqslant^{\sigma} \varphi$.

Lemme 2.2. 1) Both relations $\leq^{i}$ and $\leq^{\sigma}$ are refilerive and transitive.
2) The relations $\sum^{i}$ and $\equiv^{\sigma}$ are equivalence rerations.

Proof. 1) follows immediately from Lemma 2.1.
2) follows from 1).

We give an illustration of the meaning of i-dependence and o-dependence.

Recall the enumeration of mappings $m_{0}, m_{1}, m_{2}, \ldots$ and the enumeration $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ from the beginning of this paragraph. Every effective input coding of numbers can
be identified with a mapping

$$
\text { in }: N \longrightarrow I \quad \text { (number } m \text { is coded by in }(n) \text { ). }
$$ Analogously, output coding of numbers can be identified with an onto mapping

$$
\sigma: 0 \longrightarrow N \quad(x \in 0 \quad \text { is interpreted as } \sigma(x)
$$

if $\sigma(x) \downarrow, x$ is without interpretation otherwise).
Isomorphisms is is $_{2}$ is give a correspondence between in and i-convention $f=\left(i s_{1}\right)^{-1} \circ$ in and a correspondence between $\sigma$ and 0 -convention $h=\sigma 0$ io ${ }_{2}$. Let $\beta \leq i \propto$ via $£$ and $\gamma \leqslant^{\circ} \beta$ via os. Then

$$
\left(\gamma_{i}\right)=\left(\sigma \circ m_{i} \circ \text { in }\right)
$$

is an enumeration of functions evaluated by $M_{0}, M_{1}, \ldots$ with input and output codings in and $\sigma$ respectively.

Definition 2.4. 1) $[\propto]^{i}$ denotes the i-class (i.e. equivalence class wrt the equivalence $\equiv{ }^{i}$ ) containing the enumeration $\propto .[\alpha]^{\sigma}$ denotes the o-class containing the enumeration $\propto$.
2) $[\alpha]^{i} \leqslant[\beta]^{i}$ iff $\alpha \leqslant{ }^{i} \beta$,

$$
[\alpha]^{\sigma} \leqslant[\beta]^{\sigma} \text { iff } \alpha \leqslant^{\sigma} \beta \text {. }
$$

Evidently $\leq^{i}$ and $\leqslant^{\sigma}$ are partial orderings of iclasses and o-classes, respectively.

The following theorem will often be used in this paper.
Theorem 2.3. If $A \subseteq N$ is infinite then ( $\mathcal{A}$ is recursively enumerable (r.e.) set ) $\Longrightarrow$ (there is an $£ \in \mathcal{J}$ such that $R \mathcal{R}=\mathcal{A}) \Longleftrightarrow$ (there is an $h \in \sigma$ such that $D k=\Omega$ ).

For the proof of the theorem see e.g. [1], Chap. 5.

## 8 3. i-dependence.

In this paragraph we shall formulate and prove some properties of the atructure given by i-dependence. Namely that:

1. There exists a maximal i-class.
2. Every i-class is formed by enumerations which differ only by "recursive permutations of inputs".
3. Some important families of i-classes form relative upper semilattices wrt i-dependence. This does not hold for the family of all i-classes.

Many results concerning i-dependence can be trivially obtained from the well-known theorems about program transformations and that is why the following definition will be useful:

> Definition 3 . Enumerations $\alpha, \beta$ will be called duel iff $(\forall i, m \in N)\left(\alpha_{i}(m) \simeq \beta_{m}(i)\right)$.
> The existence of a maximal i-class immediately follows from the existence of an acceptable enumeration of partial recursive functions. Therefore we recall the definition of acceptable enumeration.

Definition 3.2. An enumeration $\Phi$ of all functions from $P_{1}$ is called acceptahle enumeration (AF) if for every $\sigma$ \& $P_{2}$ there exists a $\& \in R_{1}$ such that
$(\forall i, x \in \mathcal{N})\left(\sigma^{2}(i, x) \simeq \varphi_{g(i)}(x)\right)$.

Fact 3.1. An AE exists.
For example the enumerations of $P_{1}$ given by the standard enumerations of Turing machinea are AE. For more informations about acceptable enumerations see e.g. [1] .

We shall often use the following result which is a straightforward consequence of the basic properties of AE.

Theorem 3.2. Let $\varphi$ be an AE. Then an enumeration $\psi$ is $A E$ iff there exist $g_{1}, g_{2} \in R_{1}$ such that
$(\forall i \in N)\left(\varphi_{i}=\psi_{g_{1}(i)} \& \psi_{i}=\varphi_{q_{2}(i)}\right)$
The theorem can be probably easily verified by the reader. If not, see [1].

Definition 3.3. We say that an irclass $[\rho]^{i}$ is maximal i-class iff $[\varphi]^{i} \geq^{i}[\psi]^{i}$ for the arbitrary enumeration $\psi$.

The fact 3.1 and the following theorem evidently imply the existence of a maximal i-class.

Theorem 3.3. Let 9 be an enumeration. Then ( $[\varphi]^{i}$ is maximal i-class) $\Longleftrightarrow$ (the enumeration dual to $\varphi$ is AE).

Proof. $\Longleftarrow:$ Let $\hat{\varphi}$ dual to $\rho($ be an $A E$ and let $\psi$ be an arbitrary enumeration. Let $\gamma$ be the function such that $\gamma(i, x) \simeq \psi_{x}(i)$ for all $i, x \in N$. Then $\gamma \in$ $\in P_{2}$ and there is a $g \in R_{1}$ auch that $\hat{\varphi}_{g}(i)(x) \simeq$ $\simeq \gamma(i, x) \simeq \psi_{x}(i)$ for every $i, x \in N$. By the technique of "padding" (cf. [1], § 7.2) a l-1 recursive function
$g^{\prime}$ can be found such that $\hat{\varphi}_{g}(i)=\hat{\varphi}_{g}(i)$ for all $i \in$ є N. Apparently

$$
(\forall i, x \in N)\left[\varphi_{i} g^{\prime}(x) \simeq \hat{\varphi}_{g^{\prime}(x)}(i) \simeq \psi_{i}(x)\right]
$$

and the "if" part of the theorem is established.
$\Longrightarrow:$ Let $\varphi \geq^{i} \psi$ for all $\psi$. We choose $\psi$ such that $\hat{\psi}$ dual to $\psi$ is AE. It follows from the preceding part of the proof that $\psi \equiv i \varphi$ and therefore $g_{1}, g_{2} \in R_{1}$ exist for which $(\forall i \in \mathbb{N})\left[\psi_{i}=\varphi_{i} g_{1} \& \varphi_{i}=\psi_{i} g_{2}\right]$. This yields

$$
(\forall i \in N)\left[\hat{\varphi}_{g_{1}(i)}=\hat{\psi}_{i} \& \hat{\psi}_{g_{2}(i)}=\hat{\varphi}_{i}\right]
$$

for $\hat{\varphi}$ dual to $\varphi$. Consequently, $\hat{\varphi}$ is $A E$ by Theorem 3.2.
Corollary 3.4. The maximal i-class exists.
Proof: Immediate.

We introduce several auxiliary concepts, which will be useful in further investigation of i-dependence.

Definition 3.4. Let $\propto$ be an enumeration. We define 1) $k=\alpha_{c} \mathcal{L}$ iff $\alpha_{k}=\alpha_{k}(k, k \in N)$.
2) Let $\mathcal{A}, B$ be roe. sets. Then
$A \equiv_{\boldsymbol{\alpha}} B$ of there exists l-1 partial recursive fundion $\boldsymbol{\sigma}^{\sigma}$ such that (i) $D \delta^{\sigma} \supseteq \mathcal{A}$,
(ii) $\left(\forall i \in D \sigma^{\sim}\right)[\delta(i)=\propto i]$,
(iii) $\boldsymbol{J}^{\sim}(A) \in B$.
3) Let $A, B, C$ be re. sets. We say that $C$ is an $\alpha$ -
supremum of $A, B$ iff (i) $A \Xi_{\alpha} C \& B E_{\alpha} C$,
(ii) for every r.e. set $D$
$\left(A \subseteq E_{\alpha} D B \leq \propto D\right) \Rightarrow C \leq_{\propto} D$.
4) Let $A, B$ be r.e. sets. Then
$A \approx \approx_{\alpha} B$ iff there is a l-l function $\sigma \in P_{1}$ such that
$D \sigma \geq A \& \sigma(A)=B \&(\forall i \in D \sigma)[\sigma(i)=i]$.
Note 3.5. 1) $=_{\alpha}$ and $\approx_{\alpha}$ are evidently equivalence relations on $N$ and the class of r.e. sets respectively.
2) The relation $\subseteq \propto$ is reflexive and transitive.

Many important properties of the structure given by i-dependence can be derived from the following basic lemma.

Lemma 3.6. Let $\varphi$ be an enumeration and $\hat{\boldsymbol{\rho}}$ its dual enumeration, let $\alpha \leqslant \leqslant^{i} \varphi$ via $\ell, \beta \leqslant^{i} \varphi$ via $£$. Then the following two conditions are equivalent.
(1) $\alpha \leq i \beta$,
(2) $R k \subseteq_{\hat{G}} R \pm$.

Before proving the lemma, we recall a result of recursive function theory.

Theorem 3.7. For every $f \in P_{1}$ there exists a partial recursive function $g$ such that $D g=R £ \& R g \in D f \&$ \& $f g(i)=i$ for every $i \in R f$.

For the proof of Theorem 3.7 see [1]. Given an $£ \in$ $\varepsilon P_{1}$ we shall use the symbol $f^{-1}$ only for a partial re-
cursive function satisfying the conditions of Theorem 3.7.
Proof of Lemma. (1) $\Longrightarrow(2):$ Let $q \in J$ exist such that $\varphi_{i} h=\varphi_{i} f g$ for all $i \in N$. This is equivalent to the assertion
(*) $\quad f g(i)=h(i)$ for all $i \in N$.
The partial recursive function $\delta=£ g h^{-1}$ is apparently 1-1, $D \delta^{\delta}=R h$ and $\delta^{\sigma}(R h)=R \sigma^{\sigma} \equiv R f$. From (*) it can be easily deduced that $\sigma(i)=\left\{i\right.$ for every $i \in D \sigma^{\sigma}$. Apparently $R k \subset_{\hat{\varphi}} R \mathbf{f}$.
$(2) \Longrightarrow(1):$ Let $R \neq \hat{\varrho} R f$. That is, a partial recursive l-1 function $\delta$ exists for which $D \delta \vDash R k, \delta(\Omega k) \subseteq R f$ and $\left(\forall i \in D \sigma^{\prime}\right)\left[\sigma^{\prime}(i)=\frac{Q_{j}}{} i\right]$. Define the function $g=f^{-1} \delta h$. As $\delta^{r}(B k) \subseteq R f, g$ is recursive and evidently $g$ is l-1. Thereby $g \in \mathcal{I}$ and $f g(i)=\left\{£^{-1} \delta h(i)=\right.$ $=\delta h(i)=\frac{c}{} h(i)$ for every $i \in N$. This implies $\varphi_{i} h=\varphi_{i} f g$ for all $i \in N$ and the lemma is proved.

The following theorem gives an interesting characterization of i-classes.

Theorem 3.8. For every two enumerations $\alpha$ and $\beta$, $\alpha \equiv i \quad$ iff there exists a recursive permutation (i.e. recursive, $1-1$, onto $N$ function) such that $\alpha_{i} p=\beta_{i}$ for all $i \in \mathbb{N}$.

The "if" part of the theorem is immediate; the "only if" part can be obtained simply by dualization from the next theorem.

Theorem 3.2. Let $\varphi$ and $\psi$ be enumerations such that there exist recursive l-l functions $g, f$ satisfying the following conditions
a) $\varphi_{q(l)}=\psi_{i}$,
b) $\psi_{f(i)}=\varphi_{i} \quad$ for all $i \in N$.

Then there exists a recursive permutation $p$ such that $\varphi_{12}(i)=\psi_{i} \quad$ for all $i \in N$.

For proof of the theorem see [2].

Corollary 3.10. For every r.e. sets $A, B$ and for every enumeration $\varepsilon$

$$
\left(A \subseteq_{\varepsilon} B \& B \subseteq_{\varepsilon} A\right) \Longleftrightarrow A \approx_{\varepsilon} B
$$

Proof: 1d The "only if" part is immediate from the definition.
2. We prove the "if" part. Assume $\AA \AA_{\varepsilon} B \& B \in_{\varepsilon} A$. If one of the sets $A, B$ is finite, then the other is also finite and, as the reader can easily verify, the condition $A \approx_{\varepsilon} B$ evidently holds. If $A$ and $B$ are infinite, then there exist $f, q \in \mathcal{I}$ such that $R f=A$ and $R_{g}=B$ by the theorem 2.3. Let $\hat{\varepsilon}$ denote the enumera-
 (cf. Lemma 3.6). By the preceding theorem a recursive permutation $h$ exists such that $\hat{\varepsilon}_{i} f k=\hat{\varepsilon}_{i} q$ for all $i \in$ $\in \mathbb{N}$. Consequently
(*) $\quad f k(i)=q(i)$ for all $i \in N$.

Define the partial function $\delta^{\sim}=\left\{k g^{-1}\right.$. Apparently $\delta^{\sim}$ is partial recursive and $1-1, D \delta=R g$ and $R \delta=R f$. Furthermore, for every $i \in D \delta \quad$ there is $\delta(i)=f k g^{-1}(i)$ and by (*) there is $£ \ell g^{-1}(i)=\varepsilon g g^{-1}(i)=i$. This implies $R f \approx \varepsilon \mathcal{R}_{g}$ and the corollary is proved.

The next theorem will enable us to describe the structure given by i-dependence for some enumerations of special interest (e.g. enumerations of primitive recursive functions, acceptable enumerations etc.).

Theorem 3.11. Let $[\varphi]^{i}$ be a maximal i-class and $\hat{\varphi}$ the enumeration dual to $\varphi$, let $\varepsilon_{1} \leqslant^{1} \varphi$ via $h$, $\varepsilon_{2} \leqslant^{i} \varphi$ via $f$. Then the i-classes $\left[\varepsilon_{1}\right]^{i},\left[\varepsilon_{2}\right]^{i}$ have supremum wrt $\leq i$ if and only if the sets $R f$ and $R h$ have an $\hat{\boldsymbol{\varphi}}$-supremum.

Proof: The theorem can be proved by a straightforward application of Lemma 3.6.
I. First we prove the "only if" part. Let us assume that supremum of $\left[\varepsilon_{1}\right]^{i}$ and $\left[\varepsilon_{2}\right]^{i}$ exists. Let $\varepsilon_{3} \in$ $\varepsilon \sup \left(\left[\varepsilon_{1}\right]^{i},\left[\varepsilon_{2}\right]^{i}\right)$. Then there exists an $g \in \mathcal{J}$ such that $\varepsilon_{3}=\left(\varphi_{i} g\right)$. By Lemma 3.6 there is $R_{g} \exists_{\hat{\varphi}} R_{f}, R_{h}$. For every n.e. set $D$ such that $D \geqslant \not \subset R, B k$, there exists a $d \in J$ for which $R d=D$. Define $\varepsilon_{4}$ by $\varepsilon_{4}=$ $=\left(\varphi_{i} d\right) \cdot \varepsilon_{4} z^{i} \varepsilon_{3}$, as $\varepsilon_{3}$ is in $\operatorname{mup}\left(\left[\varepsilon_{1}\right]^{i},\left[\varepsilon_{2}\right]^{i}\right)$. Hence $D \sum_{\hat{g}} \mathrm{Rg}$ by Lemma 3.6 and Ag is evidently $\hat{\boldsymbol{\varphi}}$-supremum of RE and Rh.
II. We now prove the "if" part of the theorem. Assume that $A$ is a $\hat{\varphi}$-supremum of $R f, B k$. $A$ is then an infi-
nite r.e. set and a $q \in \mathcal{J}$ exists such that $R g=A$ (by Theorem 2.3). Let us define $\psi=\left(\varphi_{i} g\right)$. Then $\psi \geq^{i} \varepsilon_{1}$, $\psi \geq^{i} \varepsilon_{2}$ by Lemma 3.6. For every enumeration $x$ there is an $e \in J$ such that $x \leq i \varphi$ via $e$ and if $x \geq^{i} \varepsilon_{1}$, $x \geq \geq^{i} \varepsilon_{2}$ then $\operatorname{Re} \supseteq \widehat{\varphi}_{\boldsymbol{\rho}} R, R h$ and therefore $\operatorname{Re} \geq \hat{\varphi} A$ by assumption. Hence $\chi \geq^{i} \psi$ by the same lemma and the theorem follows.

The reader may have noticed that the assumption concerning the enumeration $\varphi$ was not used in the part I of the proof. The following corollary which is a stronger version of the "only if" part of the theorem, therefore holds.

Corollary 3.12. Let $\varphi$ be an arbitrary enumeration, $\hat{\varphi}$ the dual enumeration, let $\varepsilon_{1} \leqslant^{i} \varphi$ via $h, \varepsilon_{2} \leq i \varphi$ via $\mathbf{f}$. Then
(supremum of $\left[\varepsilon_{1}\right]^{i},\left[\varepsilon_{2}\right]^{i}$ exists) $\Longrightarrow(\hat{\varphi}$-supremum of Re, Rh exists).

Definition 3.5. 1) $\mathcal{E}$ will denote the class of all enumerations.
2) $\varepsilon^{1-1}$ will denote the class of all enumerations $\left(\alpha_{i}\right)$ for which $i_{0} \in \mathbb{N}$ exists such that $\alpha_{i_{0}}$ is recursive l-1 function.
3) $a c$ will denote the class of all acceptable enumerations.
4) Let $\varepsilon$ be an arbitrary enumeration. Then $\mathcal{L}_{\varepsilon}$ will denote the class of i-classes defined as follows:
$\left[\varepsilon^{\prime}\right]^{i} \in \mathscr{L}_{\varepsilon} \Longrightarrow \varepsilon^{\prime} \leqslant^{i} \varepsilon$.

Corollary 3.23. Let $\varepsilon \in \varepsilon^{1-1}$. Then $\mathscr{L}_{\varepsilon}$ is an upper semilattice writ $\leq i$

Proof: Let $\varphi$ be an enumeration belonging to the maximal i-class and let $f$ be an i-convention such that $\varepsilon \leq \leqslant^{i} \varphi$ via $f$. Let $\hat{\boldsymbol{\varphi}}$ be the enumeration dual to $\varphi$.

Let us assume that $\varepsilon_{1} \leqslant i \varepsilon$ via $g$,

$$
\varepsilon_{2} \leq^{i} \varepsilon \text { via } h \text {. }
$$

It follows by the preceding theorem that $\left[\varepsilon_{1}\right]^{i},\left[\varepsilon_{2}\right]^{i}$ have supremum jiff Rig, Rf have a $\hat{\boldsymbol{\varphi}}$-supremum. Obviously, $R f g=f(R g)$ and $R f k=f(R h)$. To establish the corollary it evidently suffices to prove that for every re. sets $A, B$ a $\hat{\varphi}$-supremum of $f(A), f(B)$ exists.

By assumption there is a recursive $\propto_{i_{0}}$ in $\varepsilon$ such that $\propto_{i_{0}}(x) \neq \alpha_{i_{0}}(y)$ for every $x \neq y$. This implies $\varphi_{i_{0}} f(x) \neq \varphi_{i_{0}} f(y)$ for every $x \neq y$ and consequently $x=\varrho y \Longleftrightarrow x=y \quad$ for every $x, y \in R f$. Therefore $f(A) \cup f(B)$ is a $\hat{\varphi}$-supremum of $f(A), f(B)$.

In the next theorem we show that the membership in $q^{1-1}$ and $a \&$ respectively is hereditary writ $\leq i$.

Theorem 3.24. Let $\alpha, \beta$ be enumerations such that $\alpha \geq i \beta$. Then

1) $\alpha \in \varepsilon^{1-1} \Rightarrow \beta \in \varepsilon^{1-1}$,
2) $\alpha \in a \varepsilon \Longrightarrow \beta \in a \varepsilon$.

Proof: 1) Let $\beta \leqslant i \alpha$ via $h$. Let $\alpha_{i_{0}}$ be recursi-
ve l-1 function, then $\beta_{i_{0}}=\alpha_{i_{0}} h \quad$ is again recursive 1-1 function and $\beta \in \varepsilon^{1-1}$.
2) Let $\beta \leq i \alpha$ via $h$ and let $\propto$ be acceptable. Then $\gamma$ such that $(\forall i, x)\left[\gamma(i, x) \simeq \alpha_{i} h(x)\right]$ is a partial recursive function of two variables and so (cf. Definition 3.2) a $g_{1} \in \mathbb{R}_{1}$ exists for which

$$
(\forall i, x)\left[\alpha_{g_{1}(i)}(x) \simeq \gamma(i, x) \simeq \beta_{i}(x)\right] .
$$

Conversely, $h^{-1}$ is a partial recursive function and $\delta$ for which $(\forall i, x \in N)\left[\sigma^{\prime}(i, x) \simeq \alpha_{i} h^{-1}(x)\right]$ is also a partial recursive function. Consequently, a recursive function $g_{2}$ exists auch that
$(\forall i, x \in N)\left[\alpha_{g_{2}(i)}(x) \simeq \sigma^{\prime}(i, x) \simeq \alpha_{i} k^{-1}(x)\right]$.
Since $h$ is $1-1, h^{-1} h(x)=x$ for all $x \in \mathcal{N}$; hence the condition
$(\forall i, x \in N)\left[\beta_{g_{2}(i)}(x) \simeq \alpha_{g_{2}(i)} h(x) \simeq \alpha_{i} h^{-1} h(x) \simeq \alpha_{i}(x)\right]$
holds. We summarize:

$$
\begin{aligned}
& \alpha_{g_{1}(i)}=\beta_{i}, \\
& \beta_{g_{2}(i)}=\alpha_{i} \quad \text { for all } i \in \mathbb{N} .
\end{aligned}
$$

It follows that $\beta$ is acceptable by Theorem 3.2.
Note. The more general relation of enumerations which arises if arbitrary partial recursive functions instead of i-conventions are used, could be studied.

Evidently, if $\left(\alpha_{i}\right)=\left(\beta_{i} f\right)$ and $\alpha, \beta \in \varepsilon^{1-1}$, then \& must be i-convention. Therefore i-conventions are just the functions which transform members of $\&$ \&-1 in members of $\varepsilon^{1-1}$ (and members of $a \&$ in members of $a \&$ ).

Theoren 3.14 gives immediately
$\varepsilon_{1} \equiv^{i} \varepsilon_{2} \Rightarrow\left[\left(\varepsilon_{1} \in \varepsilon^{1-1} \Longrightarrow \varepsilon_{2} \in \varepsilon^{1-1}\right) \&\left(\varepsilon_{1} \in a \varepsilon \Leftrightarrow \varepsilon_{2} \in a \varepsilon\right)\right]$
for every enumerations $\varepsilon_{1}, \varepsilon_{2}$ (i.e. every i-class is either disjoint with $\varepsilon^{1-1}$ or is contained in $\varepsilon^{1-1}$; analogously for $a \&$ ).

Now Corollary 3.13 can be strengthened as follows.
Corollany 3.15. 1) $\varepsilon^{1-1} / \equiv i$ forms a relative upper semilattice wrt $\leq i$ (i. every pair of i-classes from $\varepsilon^{1-1} / ¥^{i}$, has a supremum in $\varepsilon^{1-1} / \equiv i$ whenever it has an upper bound in $\varepsilon^{1-1} / \equiv i \quad$.
2) $a \varepsilon /{ }^{i}$ form a relative upper semilattice wrt $s^{i}$.

Proof: Immediate from Copollary 3.13 and Theorem 3.14.
The corollary gives in a sense the strongest possible result - we show that "relative upper semilattice" cannot be replaced by "upper semilattice" in the previous corollary.

Fact 3.16. There are two acceptable enumerations $\boldsymbol{\varphi}$, $\psi$ which have no upper bound in $\varepsilon^{1-1}$

Proof: Choose an arbitrary $\propto \in a \varepsilon$. There is ail $i_{0} \in \mathcal{N}$ such that $\alpha_{i_{0}}(x)=0$ for all $x \in N$. Let us dofine

$$
\begin{aligned}
& \varphi_{i}= \begin{cases}\alpha_{\frac{i}{2}} & \text { if i is oven, } \\
\alpha_{i_{0}} & \text { if } i \text { is odd, }\end{cases} \\
& \psi_{i}= \begin{cases}\alpha_{\frac{i-1}{}}^{2} & \text { if } i \text { is odd, } \\
\alpha_{i_{0}} & \text { if } i \text { is oven. }\end{cases}
\end{aligned}
$$

The reader can easily verify (cf. Theorem 3.2) that $\boldsymbol{\varphi}$ and $\psi$ are acceptable enumerations. Let $\gamma$ be an upper bound of $\varphi$ and $\psi$, ie. $f, g \in \mathcal{I}$ exist such that

$$
\begin{array}{ll}
\varphi \leq i \gamma & \text { via } f, \\
\psi \leq i \gamma & \text { via } g .
\end{array}
$$

Assume that $\gamma_{h_{0}}$ is a recursive function. We prove that it cannot be ll.
(i) if $k_{0}$ is odd then $\gamma n_{n_{0}} f(x)=\varphi_{k_{0}}(x)=\varphi_{n_{0}}(y)=$ $=\gamma_{n_{0}} f(y)$ and $; \gamma_{n_{0}}$ is not 1-1, as $f(x) \neq £(y)$ for $x \neq y$;
(ii) if $k_{0}$ is even then $\gamma_{n_{0}} g(x)=\gamma_{n_{0}} g(y)$ for all $x, y$ and hence $\gamma_{r_{0}}$ is not 1-1.
As $k_{0}$ was chosen arbitrary, $\gamma \notin \varepsilon^{1-1}$.
Te recall that $\mathbb{Q} \in \in \varepsilon^{1-1} \subset \mathcal{E}$. We exhibited $\varepsilon_{1}, \varepsilon_{2} \in \mathbb{\varepsilon}$ such that there exists no upper bound of
$\varepsilon_{1}, \varepsilon_{2}$ in $\varepsilon^{1-1}$. Therefore $a \varepsilon / \equiv i$ and $\varepsilon^{1-1} / \equiv i$
are not upper semilattices. Since there is an upper bound in $\mathcal{E}$ for every pair of enumerations, the question mrisee whether $\mathcal{E} / \nexists^{i}$ is the upper semilattice writ $\leq i$. The answer is negative.

Theorem 3.17. For every acceptable enumeration $\propto$ there is an acceptable enumeration $\beta$ such that the supremum of $[\alpha]^{i}$ and $[\beta]^{i}$ does not exist.
proof: Let $\alpha$ be an arbitrary enumeration. There is an $\kappa \in \mathbb{R}_{1}$ such that $\propto_{\kappa(i)}=i d$ for every $i \in N$. Moreover, by the technique of "padding" we can construct an increasing recursive function of the desired property. Therefore $\mathrm{R} \kappa$ can be assumed to be recursive.

The function $f$ for which $(\forall x)\left[f(x) \simeq \alpha_{x}(x)\right]$ is a partial recursive function. Let $P$ be an algorithm evaluating the function $f$. We define
$m(i, x) \simeq \begin{cases}x & \text { if } P \text { does not complete evaluating of } \\ f(x) \text { in } i \text { steps, } \\ \uparrow & \begin{array}{l}\text { if } P \text { completes evaluating of } f(x) \\ \text { in } i \text { steps. }\end{array}\end{cases}$
$m$ is partial recursive function and there is a $g \in R_{1}$ such that $\alpha_{g(i)}(x) \simeq m(i, x)$ for all $i, x \in N$. It follows from the definition of $m$ that $i_{i} \bigcap_{N} D \alpha_{g(i)}=$ $=\overline{\mathrm{D} f}$. Since the range of the function $r$ is recursive
and $r$ is l-1, the effective enumeration $\beta$ can be defined as follows.

$$
\beta_{i}= \begin{cases}\alpha_{i} & \text { if } i \notin \mathbb{R} x, \\ \alpha_{g(j)} & \text { if } i=x(j) .\end{cases}
$$

The reader can easily verify that recursive functions $s_{1}$, $\delta_{2}$ exist such that $\alpha_{i}=\beta_{s_{1}}(i)$ and $\beta_{i}=\alpha_{s_{2}}(i)$ for all $i \in \mathcal{N}$. Therefore $\beta$ is acceptable by Theorem 3.2. Let us note that the following equivalence holds.
(*) $\left[(\forall i \in N)\left(\alpha_{i}(x) \simeq \beta_{i}(x)\right)\right] \Longleftrightarrow x \in \bigcap_{i} D \alpha_{g}(i):$

Recall that for the enumerations $\hat{\alpha}, \hat{\beta}$ dual to $\alpha$ and $\beta$, respectively, there is $(i=\hat{\boldsymbol{\alpha}} \dot{j}) \Longrightarrow(i=\hat{\beta} j) \Leftrightarrow(i=j)$. It is now easy to verify the following crucial equivalence.
$(* *)\left[(\forall i \in N)\left(\alpha_{i}(x) \simeq \beta_{i}(y)\right] \Longleftrightarrow\right.$

$$
\Longleftrightarrow\left[x=y \& x \in \cap D \alpha_{g(i)}\right] .
$$

We define $\boldsymbol{\gamma}$ :

$$
\gamma_{i}(x) \simeq \begin{cases}\alpha_{i}\left(\frac{x}{2}\right) & \text { if } x \text { is even } \\ \beta_{i}\left(\frac{x-1}{2}\right) & \text { if } x \text { is odd }\end{cases}
$$

Obviously $\gamma \geq{ }^{i} \propto$ via $h_{1}$
and $\quad \gamma \geq i \beta \quad$ via $h_{2}$, where
$h_{1}(x)=2 x \& h_{2}(x)=2 x+1$ for all $x \in N$. Let $\hat{\gamma}$ be the enumeration dual to $\gamma$. If $[\propto]^{i},[\beta]^{i}$ have supremum then $R h_{1}, R h_{2}$ have a $\hat{\gamma}$-supremum by Corollary 3.12. We shall exhibit that no $\hat{\gamma}$-supremum of $R k_{1}, B h_{2}$ exists. This will comp?.ete the proof of the theorem.

Let $M=\left\{2 x ; x \in \cap D \propto_{g(i)}\right\}$. Then the definition of $\gamma$ and $(* *)$ imply
$(* * *) i<j \Longrightarrow[(i=j) \Longrightarrow(j=i+1 \& i \in M)]$.
Let now $A$ be an arbitrary r.e. set such that $A \supseteq \hat{\gamma} R k_{1}$ and $A \supseteq \hat{\gamma} B h_{2}$. We prove that $A$ is not $\hat{\gamma}$-supremum of $\mathrm{B} h_{1}, \mathrm{R} h_{2}$. By Definition 3.4 there are l-1 partial recursive functions $\tau, \sigma$ such that
$A \supseteq_{\hat{\gamma}} R h_{1}$ via $\tau$,
$A \geq \boldsymbol{z}_{\boldsymbol{\gamma}} B h_{2}$ via $\sigma$.
Let us define $C=\{x ; x$ even and $(3 y)(y$ odd and $\tau(x) \simeq \sigma(y))\} \quad C$ is r.e. set and $C \subseteq M$ by (***).
Recall the definition of $\mathbf{f}$. Evidently the set $\mathbf{R f}=$ $=\overline{\cap D \alpha_{g(i)}}$ is creative and therefore $\bar{M}$ is creative. This implies that an $i_{0} \in M \backslash C$ exists.
We define: $B=A \backslash\left\{\tau\left(i_{0}\right)\right\}$.
Apparently $R h_{2} \varepsilon_{\hat{\gamma}} B$ via $\sigma$ and $R h_{1} \varepsilon_{\hat{\gamma}} B$ via $\bar{\tau}$, where

$$
\bar{\tau}(x) \simeq \begin{cases}\tau(x) & \text { if } x \pm i_{0} \\ \sigma\left(i_{0}+1\right) & \text { if } x=i_{0}\end{cases}
$$

$B £_{\hat{\gamma}} A$ as $B \subseteq A$. But $A ⿷_{\hat{\gamma}} B$ cannot hold as
(i) $\tau\left(i_{0}\right), \sigma\left(i_{0}+1\right) \in A \& \tau\left(i_{0}\right) \neq \sigma\left(i_{0}+1\right) \&$

$$
\& \tau\left(i_{0}\right)=z^{\sigma} \sigma\left(i_{0}+1\right)
$$

(ii) $\sigma\left(i_{0}+1\right) \in B \quad$ and for every $j_{0} \in B$

$$
\sigma\left(i_{0}+1\right) \neq j_{0} \Longrightarrow \sigma\left(i_{0}+1\right) \neq \hat{\gamma} j_{0}
$$

Consequently $A$ is not $\widehat{\gamma}$-supremum of $R h_{1}, R h_{2}$. As $\mathcal{A}$ was arbitrary, the theorem is proved.
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