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## 17,3 (1976)

FUZZY MAPPINGS AND FUZZY SETS

Aleš PULTR, Praha


#### Abstract

It is shown that in the language of fuzzy sets $\bar{\nabla}$ arious notions of dispersed mappings (more generally, dispersed morphisms associated with a category) can be represented. Moreover, this point of view is, in a sense, finer than the classical approach. - Adding the dispersed morphisms one obtains a $v$-category over $\psi$ a clos ed category of fuzzy sets. The $\mathcal{V}$-categories obtained in such a way are characterized.
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The expressi on "fuzzy mappings" is loosely used for verious generalizations of the motion of a mapping, in particular for those where the value in a point is in that or other way indetermined (multivalued mappings, stochastic mappings, etc.). On the other hand, in the expression "fuzzy set" the attribute indicates the possibility of incompletely present elements. Thus, these two usages of the word fuzzy appear quite incoherent: A mapping $f: X \rightarrow Y$ is a particular kind of a subset of $X \times Y$; the question how far an $R \subset X \times Y$ is from being a mapping, how fuzzy it is in the first sense, is quite independent on the question how fuzzy it is in the second one: $R$ can be multivalued but crisp, and on the other hand there may be for every $x$ just one ( $x, y$ ) in $R$, but often
with an incomplete membership.
In this paper we want to show that, still, there is a way to express the fuzziness in the first sense in the language of fuzzy sets. Moreover, unlike in the classical description, the degree of fuzziness, not just the fact that it is fuzzy, is expressed.

The main idea goes as follows: Mappings between fuzzy sets are classified according to the degree in which they weaken the membership (in what extent it can happen that $f(x)$ is a weaker member of $Y$ than $x$ has been of $X$ ). As it is usually done in definitions of fuzzy mappings, we extend the sets (or, more generally, objects of categories) adding the possible "irregular values" (subsets, probability fields etc., see e.g. [1]), but not in the full membership. The crisp part of the extended object is still the original set (object), and the disperseaness of the new mappings is measured, roughly speaking, by the degree in which the values in the original members differ from such.

In this way, starting with a concrete category, one gets a $V$-category over $\mathcal{V}$ a closed category of fuzzy sets, the crisp part of which is the original one. In the second part of this paper we show a one-to-one correspondence between dispersion procedures and a special kind (of which we present a simple characteristics) of such $V$-extensions of concrete categories.

## § 1. Preliminaries

1.1. Throughout this note, $L$ is a lattice with a least and a largest element 0 , e respectively. A fuzzy set $X$ (more
exactly, an I-fuzzy set) is a mapping

$$
X: ? X \rightarrow I
$$

where ? $X$ is a set.
We write

$$
x \in e_{a} \text { for } X(x) \geq a
$$

Let $X, Y$ be fuzzy sets. A morphism

$$
f: X \rightarrow I
$$

is a mapping $f: P X \rightarrow$ PY such that for every $x \in P X, Y(f(x)) \geqslant$ $\geq X(x)$. Thus, in the convention above, $f: ? X \longrightarrow$ PY is a morphism $\mathrm{P}: X \longrightarrow Y$ iff
for every $a \in L, x \in \epsilon_{a}$ implies $f(x) \epsilon_{a} Y$.
Fuzzy sets and their morphisms form a category (cf.[5]) which will be denoted by

I-Fuzz.
Associating with a fuzzy set $X$ the set $? X$ and with a morphism $X \longrightarrow Y$ the corresponding mapping $? X \longrightarrow$ ? $W$ we obtain a (faithful) functor

$$
?: \text { L-Fuzz } \longrightarrow \mathrm{Set}
$$

(Set designates the category of all sets and mappings). Further, we define a functor
$!:$ L-Fuzz $\longrightarrow$ Set
putting $: X=\left\{x \mid x \in e^{X}\right\}$ and taking for if the domain-range restriction of $f$.
1.2. A tensor product on $L$ is an order-preserving semigroup operation $a$ with unit e such that there is a homomorphism $h: L^{\mathrm{Op}} \times \mathrm{I} \rightarrow \mathrm{L}$ satisfying the condition

```
aqb
```

（If L is complete，a necessary and sufficient condition for the existence of such an $h$ is that all（a口－）and（－ロa）are suprema preserving mappings $L \longrightarrow L$ ．Thus，e．g．if $L$ is the unit interval，the continuity of the operation $a$ is more than sufficient．）

The couple（ $L, \square$ ）wi 11 be referred to as tensored lattice （thus，if $L$ is complete，this notion coincides with the no－ tioll of an integral CLmonoid from［2］）．

1．3．In［6］there was shown that the closedness structu－ res
（（ ，H，．．．）（i．e．structures of a symmetric monoidal clo－ sed category，see［4］）on I－Fuzz such that

$$
T H(X, Y)=P Y^{P X} \text { and } H(X, Y)(f)=e \text { for } f: X \rightarrow Y
$$

（i．e．such that all the mappings are in some extent members． of $H(X, Y)$ ，the morphisms having the strongest membership pos－ sible；by the formula below it follows that then，moreover， if $H(X, Y)(f)=e$ necessarily $f: X \longrightarrow Y$ ）are in a one－tomene correspondence with the tensor products with unit e on L．This correspondence is given by the formula

$$
f \epsilon_{a} H(X, Y) \text { iff for every } b \in I, x \epsilon_{b} X \text { implies } f(x) \epsilon_{a 口 b} Y
$$

（In particular，the cartesian closedness－cf．［5］－corres－ ponds to the operation of infimum；in that case，of course，$L$ has to be supposed comple tely distributive．）

We write

$$
f: a_{a} \rightarrow Y \text { for } f \epsilon_{a} H(X, Y)
$$

The closed category with the closedness structure induced by $\square$ will be denoted by

$$
\text { ( } I, \square \text { )-Fuzz. }
$$

§ 2. Dispersed morphisms
2.1. A concrete category $(a, U)$ is a category $a$ together with a faithful functor $U: a \rightarrow$ Set.
2.2. A dispersion on a concrete category ( $a, U$ ) consists of the following data:
(I) a tensored lattice ( $L, \square$ ),
(2) a concrete category $(B, V)$, and
(3) functors $F: a \longrightarrow \mathcal{B}$ and $G: a \longrightarrow$ I-Fuzz such that
(i) $!\circ G \cong U$,
(ii) $T \circ G=V \circ F$, and
(iii) whenever $X, Y$ are objects of $\alpha$ and $V f=? g$ for $f: F X \rightarrow F Y$ and $g: G X \rightarrow G Y$, there is an $h: X \rightarrow Y$ such that $f=\mathrm{Fh}$ and $g=\mathrm{Gh}$.

The situation is visualized in the following diagram:


An a-dispersed morphism between objects $X, Y$ of $a$, written

$$
\mathrm{P}: X \xrightarrow{\text { a-disp }} Y
$$

is a morphism
$f: F X \longrightarrow F Y$
of $B$ such that $V f_{a}: G X \longrightarrow G Y$ in ( $L, 口$ )-Fuzz.
2.3. Remarks: 1) The functors $G, F$ are necessarily faithful (we have $1 \circ G$ faithful, hence $G$ is; consequently also $F$, since $V \circ F=? \circ G)$.
2) Consequently, the morphism $h$ in the condition (iii) in 2.2 is uniquely determined by the $f$. Thus, the functor $F$ establishes a one-to~one correspondence between the morphisms $X \longrightarrow Y$ and the e-dispersed morphisms $X \xrightarrow{e-d i s p} Y$.
3) Of the category $\mathfrak{B}$, only the full subcategory generated by $F(Q)$ plays a role.
2.4. Let us summarize more intuitively what happens in a dispersion of $(a, U)$ : an object $X$ of $a$ carried by $U X$ is represented by an object of $\mathfrak{B}$ carried by a fuzzy set $M$ such that !M (i.e. the system of the elements with "full membership" in M) still coincides with UX. The morphisms between thus fuzzily extended objects which are also morphisms in IFuzz are unique extensions of the original morphisms (and can be identified with them). At the others, the a in the expression $\nabla f:_{a} G X \longrightarrow G Y$ represents the degree in which it assimilates a morphism of $a$ (the degree of strictness of the values etc.).
2.5. Remark: One sees immediately that
$f: X \xrightarrow{\text { a-disp }} Y \& g: Y \xrightarrow{\text { b-disp }} Z$ implies gof: $X \xrightarrow{\text { anb-disp }} Z$. Thus, a dispersion on ( $a, U$ ) gives rise to an ( $L, \square$ )-Fuzz-category $\mathscr{C}$ (see further in 4.7) where $f \epsilon_{a} \mathscr{C}(X, Y)$ iff $f: X \xrightarrow{a-d i s p} Y$ and into which $a$ is embedded exactly as its "crisp part". Such (L, ロ)-Fuzz-categories will be characteri-
zed in §5.

## §3. Examples

3.1. In [I] an interesting way of representing dispersed morphisms was presented. Roughly speaking, given a monad $T=(T, \mu, \eta)$ over $\delta \mathcal{Z}$ consider the natural embedding $J$ of $\gamma$ into $\gamma_{\mathbb{T}}^{\mathbb{T}}$. It is not full; the morphisms $J X \longrightarrow J Y$ which are not in $J(\&)$ represent the newly added generalized morphisms. This construction, already with $\delta=$ Set, covers many of the usual notions of generalized mappings (partial functions, relations, stochastic mappings etc.). We will show now that for $K=$ Set the construction from [1] can be viewed as a special case of the dispersion from 2.2. In fact, there holds

Proposition: Let $F:$ Set $\longrightarrow \mathcal{B}$ be a left adjoint to $\approx$ faithful $V: B \rightarrow$ Set. Let $L$ be the lattice consisting of 0 and 1 (there is just one tensor product, namely the infimum, there). Then there is a $G: S e t \longrightarrow$ I-Fuzz (unique up to natural equivalence) such that ( $L,(\mathcal{B}, \nabla), F, G$ ) is a dispersion on $\left(\operatorname{Set}, I_{\text {Set }}\right)$.

Proof: Let $\rho: F \circ V \rightarrow I, \eta: I \longrightarrow V \circ F$ be the adjunction transformations. Since $L=\{0,1\}$, the formulas

$$
P G=V F, \quad!G(X)=\eta_{X}(X)
$$

uniquely determine a functor $G:$ Set $\longrightarrow$ L-Fuzz. Let $f: F X \rightarrow F Y$, $g: G X \rightarrow G Y$ be such that $Y f=$ Pg. Thus, $\forall f\left(\eta_{X}(X)\right) \subset \eta_{Y}(Y)$ and hence there exists an $h: X \rightarrow Y$ such that.

$$
v f \circ \eta_{X}=\eta_{Y} \circ h .
$$

But we have also VFh $\eta_{X}=\eta_{Y} \circ \mathrm{~h}$, and since $V \rho \circ \eta_{2}$ is the morphism associated with $\varphi$ in the one-to-one correspondence of the adjunction, $F h=f$. Since $\mathrm{FGh}=\mathrm{VFh}=V f=? \mathrm{~g}$, we have also $\mathrm{Gh}=\mathrm{g}$.
3.2. Multivalued mappings: Let $L$ be the inversely ordered set of positive natural numbers plus $\infty, \square$ the usual multiplication of numbers. Let $\beta$ be the category of all sets of the form $F X=\{A \subset X \mid A \neq \varnothing\}$ and their union preserving mappings, V: $\mathcal{B} \subset$ Set. Define functors F: Set $\rightarrow \mathcal{B}, \mathcal{G}:$ Set $\rightarrow$ $\rightarrow$ L-Fuzz putting $F X$ as above, $F f(A)=f(A), ?(G X)=F X$, $A \varepsilon_{n} G(X)$ iff card $A \leq n, q G(f)=F(f)$. Obviously, the condition (iii) is satisfied.

If $g: F X \rightarrow F Y$ in $\mathcal{B}$ and $A \epsilon_{m} G X$, we have card $g(A)=$ $=$ card $\cup\{f(x) \mid x \in A\} \leqslant \sum_{x \in A}$ card $f(x) \leqslant$ m.sup card $f(x)$.

Thus, we see that here $g$ is an $n$-dispersed mapping $X \longrightarrow Y$ iff it is a multivalued mapping $X \longrightarrow Y$ such that sup card $f(x) \leq$ $\leq n$ 。
3.3. Stochastic mappings: Let $L$ be the set of non-positive real numbers plus $-\infty$ with the usual order, $a$ the usual addition. Let $I$ be the unit interval. For a set $X$ define FX as the set

$$
\left\{p: X \rightarrow I \mid p^{-1}(I \backslash\{0\}) \text { finite, } \sum_{X} p(x)=1\right\}
$$

(from now on, we are going to represent the elements of FX as formal linear combinations $\sum_{x \in X} p(x) \cdot x$ of elements of $X$ ) endowed by the obvious convexity structure (i.e., for $a_{i} \in I$ such that $\sum_{i=1}^{n} a_{i}=1, \sum_{i=1}^{n} a_{i} \sum_{X} p_{i}(x) . x=$
$\left.=\sum_{x}\left(\sum_{i=1}^{m} a_{i} p_{i}(x)\right) . x\right)$.
Define $\mathcal{B}$ as the category the objects of which are the $\mathbb{F X}$, the morphisms are the mappings $g$ for which $g\left(\sum_{i} a_{i} p_{i}\right)=$
$=\Sigma a_{i} g\left(p_{i}\right)=\Sigma a_{i} g\left(p_{i}\right) \cdot V: \mathfrak{B} \longrightarrow$ Set is the natural forgetful functor.

Define $F:$ Set $\longrightarrow \mathcal{B}, G:$ Set $\longrightarrow$ I-Fuzz as follows:
FX as a bove, $F(f)(\Sigma p(x) \cdot x)=\Sigma p(x) \cdot f(x), p G X=V P X$,

obviously, if $p \varepsilon_{\mathrm{a}}$ GX implies $f(p) \varepsilon_{\mathrm{a}} \mathrm{GY}, f=$ Fh for a suitable $h$. Thus, the condition (iii) is satisfied.

Now, let $f$ be an a-dispersed mapping $X \longrightarrow Y$. Thus, we have $f: F X \rightarrow F Y$ in $\mathcal{B}$, hence determined by a formula

$$
f(x)=\sum_{y} f_{x y} \cdot y
$$

and it satisfies, in particular, the inequality
(1) $\inf _{x \in X} \sum_{y} f_{x y} \log f_{x y} \geq a$.

On the other hand, let (1) hold for an $f$. We have, for a general $p \in F X, f(p)(y)=\sum_{x} p(x) \cdot f_{x y}$ and hence
$\sum_{y} f(p)(y) \cdot \log f(p)(y)=\sum_{y}\left(\sum_{x} p(x) \cdot f_{x y}\right) \cdot \log \left(\sum_{z} p(z) f_{z y}\right)=$
$=\sum_{x} p(x) \sum_{y} f_{x y} \cdot \log \left(\sum_{z} p(z) \cdot f_{z y}\right) \geq \sum_{x} p(x) \sum_{y} f_{x y} \log \left(p(x) \cdot f_{x y}\right)=$
$=\sum_{x} p(x) \cdot \log p(x) \cdot \sum_{y} p_{x y}+\sum_{x} p(x) \cdot \sum_{y} f_{x y} \cdot \log f_{x y} \geq$
$\geq \sum p(x) \cdot \log p(x)+a$,
so that $f$ is an a-dispersed mapping.
Thus, here $f$ is an a-dispersed mapping iff it is a stochastic mapping with the "informational dispersion"
$\sup \left(-\sum f_{x y} \cdot \log f_{x y}\right) \leqslant|a|$.
3.4. Dispersed contractions: Let.L be the inversely ordered set of non-negative real numbers, $\square$ the addition. Let $(a, u)$ be the category of metric spaces and contractions. For a metric space define FX as its Hausdorff superspace (see e.g.[3]; FX is the set of all non-void compact subsets of $X$ endowed by the metric

$$
\left.\rho^{*}(A, B)=\max \left(\max _{x \in A} \rho(x, B), \max _{x \in B} \rho(y, A)\right) .\right)
$$

Let $\mathfrak{B}$ be the category of all the spaces of the form FX and their contractions such that $f(A)=U\{f(x) \mid x \in A\}, V$ :
$: ~ B \rightarrow$ Set the natural forgetful functor. Define Ff for $f:$ $: X \longrightarrow Y$ by $F P(A)=f(A), G: a \longrightarrow$ L-Fuzz is defined by $P G=$ $=V F$ with $A \in_{a} G F$ iff diam $A \leq a$ (since $\operatorname{diam} f(A) \leqslant \operatorname{diam} A$, this definition is correct). A mapping $g: F X \longrightarrow F Y$ is an a-dispersed mapping $X \longrightarrow Y$ iff diam $g(\{x\}) \leqslant a$ for every $x \in X$. (If sup diam $g(\{x\}) \leqslant a$ we have diam $g(A) \leqslant \operatorname{diam} A+a$. Really, consider $x_{i} \in A, u_{i} \in g\left(x_{i}\right), i=1,2$; since $g$ is a contraction with respect to $\rho^{*}$ above, we have $d=\operatorname{diam} A \geq \rho^{*}\left(g\left(x_{1}\right)\right.$, $g\left(x_{2}\right)$, hence $\rho\left(u_{1}, z\right) \leqslant d$ for $a z \in g\left(x_{2}\right)$ and hence $\left.\rho\left(u_{1}, u_{2}\right) \leqslant \rho\left(u_{1}, z\right)+\rho\left(z, u_{2}\right) \leqslant d+a_{0}\right)$
3.5. Remark: In all the examples, there was a generator I of $a$ (the one-point set or space) and a natural equivalence $x: Q(I,-) \cong!G$ such that for every $x \epsilon_{a} G X$ one had a (unique) $\xi: F I \rightarrow F X$ with $V(\xi)\left(x\left(I_{I}\right)\right)=x$ and $V(\xi):_{a} G I \rightarrow$ $\rightarrow G X$. This property will play a role in the sequel.

## §4. Praedispersions and fuzzy extensions

4.1. Convention: Throughout this and the following para-
graph we will use the symbol
I
for a fixed generator of the category in question. Thus, if there is no danger of confusion, we write $F(I)=I$ in the case of a functor $F: Q \rightarrow \beta$ just to indicate that $F I$ is again a generator of $\mathcal{B}$ (not necessarily really identical with the $I \in \operatorname{obj} a)$.

A concrete category ( $a, U$ ) in which the forgetful functor is naturally equivalent to $a(I,-)$ will be indicated by $(a, I)$.
4.2. An $(L, \square)$-praedispersion $((L, \square)$ is a tensored lattice) $\mathscr{D}=(\mathcal{B}, V, G, G)$ over a concrete category $(a, I)$ consists of
a concrete category $(B, V)$,
a one-to-one functor $F: Q \longrightarrow \mathcal{B}$, and
ai Punctor $G: a \rightarrow$ I-Fuzz
such that
$F($ obj $Q)=$ obj $\beta$, and
$\mathbf{V} \circ \mathbf{F}=\mathrm{T} \circ \mathrm{G}$ 。
The following special conditions on praedispersions will be considered:
(a): There is a natural equivalence

$$
æ: a(I,-) \cong!G
$$

(a*): (a) \& , moreover,
for every $x \in_{a} G$ there is exactly one $\xi: F I \rightarrow F X$ such that $V(\xi)\left(\alpha e\left(I_{I}\right)\right)=x$ and $V(\xi): G I \rightarrow G X$.
(b): For any two morphisms $f: F X \longrightarrow F Y, g: G X \longrightarrow G Y$
such that $V f=? g$ there is an $h: X \rightarrow I$ such that $f=F h$ and
$g=G h$.
4.3. Remarks: 1) Since $F$ is one-to-one, $G$ is faithfurl, and if (b) hold s, there is exactly one required $h$.
2) For a concrete category ( $a, I$ ), the dispersion from 2.2 is a praedispersion satisfying (a) and (b). Moreover, all the examples from § 3 satisfy (a*) (see 3.5).
4.4. Let $\mathscr{D}_{i}=\left(\mathscr{B}_{i}, \nabla_{i}, G_{i}\right)$ be praedispersions over $\left(a_{i}, I\right)(i=1,2)$.

We say that $D_{1}$ is equivalent to $D_{2}$ and write

$$
D_{1} \sim D_{2}
$$

if there are isofunctors

$$
E: B_{1} \cong B_{2}, \tilde{E}: a_{1} \cong a_{2}
$$

and natural equivalences

$$
\varepsilon: \nabla_{1} \cong \nabla_{2} E, \quad \widetilde{\varepsilon}: G_{1} \cong G_{2} E
$$

such that $\widetilde{E}(I)=I, E \circ F_{I}=F_{2} \circ \widetilde{\mathbb{E}}$ and $? \widetilde{\mathbb{E}}=\varepsilon F_{1}$.
4.5. Remarks: 1) Obviously, $\sim$ is reflexive, symmetrice and transitive.
2) One sees easily that $\partial_{1} \sim \partial_{2}$ iff there is an isofunctor $\mathrm{E}: \mathfrak{B}_{1} \cong \mathcal{B}_{2}$ and a natural equivalence $\varepsilon: \nabla_{1} \cong$ $\cong \nabla_{2} \circ E$ such that $E F_{1}(I)=F_{2}(I), E\left(F_{1}\left(a_{1}\right)=F_{2}\left(a_{2}\right)\right.$ and
for $x \in G_{G}(X) \quad \varepsilon(x) \epsilon_{a} G_{2} F_{2}^{-1} E F_{1}(X)$
(and that in such a case the $\widetilde{\mathbb{E}}$ and $\tilde{\boldsymbol{\varepsilon}}$ are uniquely determined).
4.6. Proposition: Let $D_{1} \sim D_{2}$. If $D_{1}$ satisfies (a), (a*), (b), respectively, so does $\mathscr{D}_{2}$.

Proof: We will just give the formulas, omitting the tedious checking.
(a) $x_{2}: a_{2}(I,-)=I G_{2}$ is obtained as $a_{2}(I,-)=a_{2}(I, \widetilde{E}-) \diamond \widetilde{E}^{-1} \xrightarrow{\tilde{E}^{-1}} a_{1}(I,-)$, $\tilde{\mathrm{E}}^{-1} \xrightarrow{x \tilde{E}^{-1}}!G_{1} \widetilde{\mathrm{E}}^{-1} \xrightarrow{!\tilde{\varepsilon} \tilde{\mathrm{E}}^{-1}}!G_{2}$
where $\tau(\propto)=\tilde{\mathrm{E}}^{-1}(\propto)$.
(a*) For $x \epsilon_{a} G_{2}(X)$ we have $y=\tilde{\varepsilon}^{-1} E^{-1}(x) \epsilon_{a} G_{1} E^{-1}(X)$ for which there is an $\eta: F_{1} I \longrightarrow F_{1} \tilde{E}^{-1}(X)$ such that $V_{1}(\eta)\left(x_{1}(1)\right)=y$ and $V_{I}(\eta): a_{a} I \longrightarrow G_{1} E^{-1}(X)$. Consider $\xi=E \eta: F_{2} I=E F_{1} I \rightarrow E F_{1} \tilde{E}^{-1} X=F_{2} X$.
(b) Let $\mathrm{V}_{2} \mathrm{f}=\mathrm{ig}$ for $\mathrm{f}: \mathrm{F}_{2} \mathrm{X} \rightarrow \mathrm{F}_{2} \mathrm{Y}, \mathrm{g}: \mathrm{G}_{2} \mathrm{X} \rightarrow \mathrm{G}_{2} \mathrm{Y}$. We have $?\left(\varepsilon^{-1} \circ g \circ \varepsilon\right)=\nabla_{1}\left(E^{-1}\right)$, hence there is an $\bar{h}$ such that $E^{-I_{f}}=F_{1} \bar{h}$ and $\varepsilon^{-1} \circ g \circ \varepsilon=G_{I} \bar{h}$. Put $h=E \bar{h}$.
4.7. For a notion of a $V$-category where $V$ is a closed category see e.g. [4.]. In particular, an (L, ロ)-Fuzz-category $\mathscr{C}$ consists of a class obj $\mathscr{C}$ of objects, L-fuzzy sets $\mathscr{C}(\mathrm{X}, \mathrm{Y})$ associated with couples of objects, associative composition

$$
\circ: \varphi(Y, z) \otimes \varphi(x, y) \rightarrow \varphi(x, z)
$$

(i.e., an associative composition

$$
0: ? \varphi(Y, z) \times \mathcal{T} \varphi(X, Y) \longrightarrow\{\varphi(X, Z)
$$

such that for $\beta \epsilon_{b} \varphi(Y, z)$ and $\alpha \epsilon_{a} \mathscr{C}(X, Y)$, $\left.\beta \circ \propto \epsilon_{b_{\square a}}(X, Z)\right)$, and units $I_{X} \epsilon_{e} \mathscr{C}(X, X)$ such that for $\propto \epsilon$ $\epsilon ? \varphi(X, Y) \propto \circ I_{X}=I_{Y} \circ \propto=\propto$.

For an (L, D)-Fuzz-category $\mathscr{C}$ define categories

$$
\tau^{\prime e},: \varphi
$$

Putting
obj$\varphi \mathscr{C}=$ obj $!\mathscr{C}=$ obj $\mathscr{C}$,
$(? \varphi)(X, Y)=?(\varphi(X, Y)),(!\varphi)(X, Y)=!(\varphi(X, Y))$.
4.8. An ( $L, \square$ )-extension of a concrete category ( $a, I$ ) is an ( $L, \square$ )-Fuzz-category $\mathscr{C}$ such that there is an isofunctor $H: a \cong!\varphi$ such that $F I$ is a generator of both $1 \varphi$ and ? 4 .

The following special conditions on ( $L, 口$ )-Fuzz-categories $\mathcal{C}$ with a common generator $I$ of $i \varphi$ and $? \mathcal{C}$ will be considered:
(c) If f: $X \rightarrow Y$ in $P \mathscr{C}$ is such that $\propto \epsilon_{a} \varphi(I, X)$ implies $10 \propto \epsilon_{a} \varphi(I, Y)$,
then $f \epsilon_{e} \varphi(X, Y)$.
(c*) If $f: X \rightarrow Y$ in $? \mathscr{C}$ is such that

$$
\propto \epsilon_{b} \mathscr{C}(I, X) \text { implies } f 0 \propto \varepsilon_{a, b} \mathscr{C}(I, Y),
$$

then $f \epsilon_{a} \mathscr{C}(X, Y)$.
4.9. ( $L, a$ )-Fuzz-categories $\varphi_{i}(i=1,2$ ) are said to be isomorphic (we write $\varphi_{1} \sim \varphi_{2}$ ) if there is an isofunctor $E: ? \mathscr{\varphi}_{1} \cong ? \mathscr{C}_{2}$ such that

$$
I \epsilon_{2} \varphi_{1}(X, Y) \text { iff } E f \epsilon_{2} \varphi_{2}(X, Y)
$$

4.10. Proposition: Let $\varphi_{1} \sim \varphi_{2}$. If $\varphi_{1}$ satisfies (c), (c*), respectively, so does $\varphi_{2}$.

Proof is trivial.

## § 5. Extensions respresenting dispersions

We observed in 2.5 that, (in the terminology of 4.8) a dispersi on over a category gives rise to its extension. We will show now that, roughly speaking, the dispersions satisfying (a*) may be characterized as the extensions satisfying ( $c *$ ).
5.1. (cf. 2.5.) Let $\mathscr{D}=(\mathcal{B}, \mathrm{V}, \mathrm{F}, \mathrm{G})$ be a praedispersion over ( $Q, I$ ). We associate with $D$ an ( $L, \square$ )-Fuzz-category $\mathscr{C}$ as follows:
obj $\varphi=$ obj $a$,
$f \epsilon_{a} \varphi(X, Y)$ iff $f: F X \longrightarrow F Y$ and $V f: G X \longrightarrow G Y$
(composition as in $\mathfrak{B}$ ).
The situation will be indicated by
$D \longmapsto C \cdot$
5.2. Proposition: If $D_{1} \sim D_{2}$ and $D_{i} \longmapsto \mathscr{C}_{i}$ then $\varphi_{1} \sim \varphi_{2}$.

Proof: Consider the isofunctor $E: \mathfrak{B}_{1}=? \mathcal{C}_{1} \longrightarrow \mathfrak{B}_{2}=$ $=? \mathcal{C}_{2}$ and the natural equivalence $\varepsilon: V_{1} \longrightarrow V_{2} E$. We have

$$
V_{2}(E f)=\varepsilon \circ V_{1} f \circ \varepsilon^{-1}
$$

Let $f \in_{a} \mathscr{\varphi}_{1}(X, Y)$. Hence, $V_{1} \mathcal{f}:_{a}{ }_{\beta_{1}} X \longrightarrow G_{1} Y$. For an $X \in_{b} G_{2}(E X)$ we have (see 4.5.2). $\varepsilon^{-1}(x) \in_{b} G_{1} X$, hence $\nabla_{1} f\left(\varepsilon^{-1}(x)\right) \varepsilon_{a 口} b$ $E_{a \square b} G_{1} Y$ and hence $V_{2}(E f)(x) \varepsilon_{a \square b} G_{2} E Y$. Thus, Ef $\epsilon_{a} \varphi_{2}(E X, E Y)$. Using the fact that $\nabla_{1} f=\varepsilon^{-1} \circ \nabla_{2}(E f) \circ \varepsilon$ we see analogousIf the converse.
5.3. With an (L, D)-Fuzz-category $\mathscr{C}$ having a common generator I for : $\mathscr{C}$ and $? \mathscr{C}$ associate the praedispersion $D=(r \varphi, ? \varphi(I,-),!\varphi \subset ? \varphi, \varphi(I,-))$. The situation will
be indicated by

$$
\varphi \longmapsto D .
$$

5.4. Proposition: If $\mathscr{C}_{1} \sim \mathscr{C}_{2}$ and $\mathscr{C}_{i} \longmapsto D_{i}$, then $D_{1} \sim D_{2}$.

Proof: We have $E: ? \mathscr{C}_{1} \cong ? \mathscr{C}_{2}$ with the property from 4.9. In particular, $E\left(!\varphi_{1}\right)=!\varphi_{2}$. Define

$$
\varepsilon: ? \mathscr{C}_{1}(I,-) \longrightarrow ? \mathscr{C}_{2}(I, E-)
$$

putting $\varepsilon(\propto)=\mathrm{E}(\propto)$. This is a natural equivalence and we have $\varepsilon(\propto) \epsilon_{a} \mathscr{C}_{2}(I, E X)$ for $\propto \in_{a} \mathscr{C}_{1}(I, X)$. Thus, the statement follows by 4.5.2.
5.5. Proposition: Let $\mathscr{C} \longmapsto D$. Then $D$ satisfies (a*).

Proof: Take $x=$ ident: $1 \varphi(I,-) \cong!\varphi(i,-)$. Then $V(\xi)(x(I))=\tau \varphi(I, \xi)(I)=\xi \quad$ which yields immediately the uniqueness. If $\xi \epsilon_{a} \mathscr{\varphi}(I, X)$ and if $\propto \epsilon_{b} \mathscr{C}(I, I)$, we have $V(\xi)(\infty)=\xi \circ \propto \in \epsilon_{a, b^{\varphi}} \mathscr{(}(I, X) s \propto$ that $V(\xi):{ }_{a} \varphi(I, I) \rightarrow$ $\rightarrow \boldsymbol{\varphi}(I, X)$.
5.6. Proposition: Let $\mathscr{C}$ satisfy (c), let $\mathscr{C} \longmapsto \infty$. Then $D$ satisfies (b).

Proof: Let $f: X \rightarrow Y$ in $? \mathcal{C}$ and $g: \varphi(I, X) \longrightarrow \mathscr{C}(I, Y)$ be such that $? \mathscr{C}(I, f)=? g$. Then $g=\mathscr{\varphi}(I, f)$. Hence, if $\propto \varepsilon_{q}$ $\epsilon_{a} \mathscr{C}(I, I)$, we have $f \circ \propto=g(\propto) \epsilon_{a} \mathscr{C}(I, X)$, so that, by (c), $\rho: X \longrightarrow Y$ in $!\varphi$.
5.7. Proposition: Let $\varnothing$ satisfy (a*), let $\triangleright \longmapsto \varphi$. Then $\varphi$ satisfies ( $c *$ ).

Proof: Let $f: F X \longrightarrow F Y$ in $B=? \mathcal{C}$ be such that

$$
\propto \epsilon_{b} \varphi(I, X) \text { implies } I \circ \propto \epsilon_{a \square} b^{\varphi}(I, Y) .
$$

Thus, if $\propto: F I \longrightarrow F X$ is such that $V \propto:{ }_{b} G I \longrightarrow G X$, we ham ve $V(f \propto)=V f \circ V \propto: a \square b G I \rightarrow G Y$. For an $x \in_{b} G X$ take the $\xi: F I \longrightarrow F X$ such that $V(\xi)(\underset{\xi}{ }(1))=x$ and $V(\xi):_{a} G X \longrightarrow$ $\rightarrow$ GY. Thus,

$$
V(f)(x)=V(f \circ \xi)(x(1)) \varepsilon_{a \square b} G Y
$$

so that $V f_{\mathbf{a}} G X \longrightarrow G Y$ and hence $P \in \varepsilon_{a} \varphi(X, Y)$.

$$
\text { 5.8. Proposition: Let } \varphi \text { satisfy }(c *) \text {, let }
$$

$$
\varphi \longmapsto D \longmapsto \varphi^{\prime} .
$$

Then

$$
\varphi \sim \varphi^{\prime}
$$

Proof: We have $\quad \varphi^{\prime}=? \varphi$. Put $E=l_{\text {re }}$. We have $f \epsilon_{a} \varphi(X, Y)$, iff $\propto \in{ }_{b} \varphi(I, X)$ implies $f \circ \propto \epsilon_{a \square b} \mathscr{L}(I, Y)$, i.e. iff $\propto \varepsilon_{b} \mathscr{C}(I, X)$ implies $? \mathscr{C}(I, \rho)(\propto) \epsilon_{a \square b} \mathscr{L}(I, Y)$. thus, iff $f \in \epsilon_{a}(X, Y)$.
5.9. Proposition: Let $\mathscr{O}$ satisfy (a*) and (b), let $D \longmapsto C \longmapsto D^{\prime}$.
Then

$$
D \sim D^{\prime}
$$

Proof: Put $D=(\mathcal{B}, V, F, G)$. Define $E: \mathscr{C} \cong \mathcal{B}$ putting $E X=F X$ for objects, $E f=f$ for morphisms,

$$
\varepsilon: ? \varphi(U,-) \longrightarrow V \circ E
$$

putting

$$
\varepsilon_{X}(\xi)=V(\xi)(x(1))
$$

One checks easily that it is a natural transformation. By (a*), every $\varepsilon_{X}$ is invertible so that $\varepsilon$ is a natural equivalence. We have to prove that
I. $: \varphi=E(!\varphi)=F(a)$, and that
II. $\xi \epsilon_{a} \varphi(I, X)$ implies $\varepsilon(\xi) \epsilon_{a} G X$.

I: If $f: X \longrightarrow Y$ in $1 \varphi$ we have $V f: e G X G Y$, hence $\nabla f=$ ? $g$ for a $g: G X \longrightarrow G Y$. Thus, by (b), there is an $h$ with $P=F h$. On the other hand, for $P=F h, h: X \longrightarrow Y$, we have $\nabla f=\nabla F h=? G h: e \mathrm{CX} \rightarrow G Y$, so that $f \in!\mathcal{C}$.

II: If $\xi \epsilon_{a} \varphi(I, X)$, we have $\xi: F I \rightarrow F X$ in $\mathcal{B}$, $\nabla(\xi):_{a} G I \longrightarrow G X$. Thus, $\varepsilon(\xi)=V(\xi)(x(1)) \epsilon_{a} G X$.
5.10. Let us summarize the statements of 5.5-5.9. See the following diagram:


Starting with a general $\mathcal{C}$ one goes over to a $\mathcal{D}$ satisfying (a*), from this we obtain a $\mathcal{C}$ satisfying (c*). Such $\varphi$ are already in a one-to-one correspondence wtih the dispersions satisfying (a*). Thus, an (L, 口)-Fuzz-categary represents a dispersion (satisfying (a*)) of its crisp part iff it satisfies (*).
5.11. To illustrate what happens let us compare two extensions of the category of metric spaces and contractions. The first one was described in 3.4 , for the second one let us take the Lipschitz mappings ( $L$ is the inversely ordered set of real numbers $\geq 1$, $口$ is the usual multiplication, $f \epsilon_{a} \varphi(x, y)$ iff $\wp(f(x), f(y)) \leqslant a$. $\left.\wp(x, y)\right)$. Unlike in the first case, in the second one if we start with the given $\mathscr{C}$,
proceed to $D$ and back to $\varphi^{\prime}$ we have

$$
!\varphi^{\prime}=? \varphi^{\prime}=? \varphi
$$

- References:
[1] M.A. ARBIB and E.G. MANES: Fuzzy morphisms in automata theory, in: Category Theory applied to Computation and Control, Proc. of the lst Internat. Symp., University of Massachusetts at Amherst, 1974, 98-105.
[2] G. BIRKHOFF: Lattice theory, 3rd edition, AMS Colloq. Publications Vol. XXV(1967).
[3] E. ČECH: Point Sets, Academia, Prague 1969.
[4] S. EIIENBERG and G.M. KELLY: Closed Categories, in: Proc. Conf. on Categorial Algebra, La Jolla 1956 (Springer-Verlag 1966), 421-562.
[5] J.A. GOGUEN: Categories of V-sets, Bull. Amer. Math. Soc. 75(1969), 622-624.
[6] A. PUITR: Closed categories of fuzzy sets, to appear in Proceedings of the conference "Automaten- und Algorithmen-theorie", Weissig, 1975.

Matematicko-fyziḱlnf fakult a
Karlova universita
Sokolovská 73, 18600 Praha 8
Ceskoslovensko
(Oblatum 17.3.1976)

