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# COMMENTATIONES MATHEMATICAE UNIVERSITATIS CAROLINAE 

## 23.1 (1987)

## LARGE TREES IN RANDOM GRAPHS Ludzk KUCERA and Vojtich RODL

Abstract: The aim of this note is to estimate the size of the largest tree which occurs as an induced subgraph in a random graph $G(n, p)$. We give some upper bounds and lower bounds for all values of $p(p \geqq c / n, c>1)$ and in particular we give a positive answer to a question of P. Erdös and Z. Palka showing that if $p \sim c / n$ for some fixed $c>1$ then the size of the largest tree is at least $q$ where $q$ is a positive constant depending on $c$ only. Key words:- Random graphs, induced tree.
Classification: 05C80

Introduction. Consider the probability space $\mathcal{G}(n, p)$ consisting of all graphs on $n$ labelled vertices, where each edge is chosen with probability $p$, independently of all others. In this note we investigate how large trees occur as induced subgrapḥs in almast all $G \in \mathcal{C}(n, p)$. In the paragraph 1 we investigate the size of maximal trees (i.e. such trees that are not contained in any larger induced tree). We show that maximal trees have to be either quite small or very large, i.e. there is an interval in which the size of the maximal tree will almost never occur. In the paragraph 3 we first prove (for $p=0(1)$ the existence of some large induced trees in $G(n, p)$ (Lemma 3.2) and this together with the result of the paragraph 2 implies the main result of the paragraph 3 - Theorem 3.3 giving the lower baund for the cardinality of the tree that almost surely occurs as an induced subgraph of $G(n, p)$.

In the paragraph 3 we use the Chernoff inequality ([1], see also [3]) which we state here: Let $m$ be a pasitive integer and $i^{\prime}>q>0,1>\delta^{\prime}>0$ two reals. Let $k \leqslant q m\left(1-\sigma^{\prime}\right)$ then
$\sum_{j=1}\left(m_{j}^{m}\right) q^{j}(1-q)^{m-j} \leq \exp \left\{m\left[\left(1-q+\delta^{2} q\right) \log \frac{1-q}{1-q+\delta^{\prime} q}+q(1-\delta) \log \frac{1}{1-\delta^{j}}\right]\right\}$.

Easy calculations give that if $\delta^{\gamma}<1 / 2$ then we have also
(0) $\sum_{j=\{ }\left(m_{j}^{m}\right) q^{j}(1-q)^{m-j} \leqslant \exp \left\{-m q \delta^{2}\left(\frac{q}{2}+\delta^{n}\right)\right\} \leqslant \exp \left\{-m w \delta^{3}\right\}$.

## 1. Upper bound

Theorem 1.1. Let $\varepsilon>0$ be a fixed real number. If $n, k$ are natural numbers and $p$ is a real number such that $1 / n<p<1$ and (1) $k \geq \frac{2(\log (n e p))}{\log \frac{1}{1-p}}+(1+\varepsilon) \frac{\log n}{\log (n e p)}+3$ then $C_{f}(n, p)$ contains almost surely no induced tree on $k$ vertices.

Proof: Let $A$ be a fixed k-element subset of the vertex set $U$. Denote by $\tilde{A}$ the event that the subgraph of $\mathcal{G}(n, p)$ induced on A is a tree. Then clearly $\operatorname{Prob}(\tilde{A})=k^{k-2} p^{k-1}(1-p)\binom{k}{2}-(k-1)$
and thus
$\operatorname{Prob}(\tilde{A}$ holds for some $A C V,|A|=k) \leqslant\binom{ n}{k} k^{k-2} p^{k-1}(1-p)\binom{k}{2}-(k-1)<$
$<\frac{1}{p}\binom{n}{k} k^{k} p^{k}(1-p)^{\frac{(k-3) k}{2}} \leqq n\left[\operatorname{nep}(1-p)^{(k-3) / 2}\right]^{k}$.
If $k$ satisfies (1) then
$\frac{k-3}{2} \geq \frac{\log (n e p)}{\log \frac{1}{1-p}}+\frac{(1+\varepsilon)}{2} \log n$
and thus
$(1-p)^{(k-3) / 2)} \leq \exp \left[-\log (\right.$ nep $\left.)-\frac{1+\varepsilon}{2} \frac{\log n}{1 \rho g(\text { ñep })} \log \frac{1}{1-p}\right]$.
Hence
$n\left[\operatorname{nep}(1-p)^{(k-3) / 2)}\right]^{k} \leq n \exp \left(-\frac{1+\varepsilon}{2} k \frac{\log n}{\log (n e p)} \log \frac{1}{1-p}\right) \leqslant$
$\Leftrightarrow n \exp (-(1+\varepsilon) \log n)=n^{-\varepsilon}$. Q.E.D.
Elementary calculation immediately gives:
Corollary 1.2. Let $\delta^{\prime}>0$, then $g(n, p)$ contains almost surely no induced subtree with more than $\frac{2(1+\delta) 10 g(n e p)}{P}$ vertices.

Note that the bound of Theorem 1.1 is not satisfactory if $p$ is small, the most interesting such case is if $p=c / n$ and $c>1$ is a small constant. The slight modification of the above proof
however gives the following
Theorem 1.3. Let $c, \alpha$ be real numbers such that $0<\alpha<1<c$ and
(2) $\frac{c \exp (-c \alpha / 2)}{(1-\alpha)^{(1-\alpha) / \alpha}}<1$.

If $n$ is a natural number and $p=c / n$ then $\mathcal{C}(n, p)$ contains almost surely no induced tree with $k \geqq \propto n$ vertices.

Proof: Set $\gamma$ for the LHS of (2). Then, similarly as above the required probability is bounded by
$\left.\binom{n}{k} k^{k-2} p^{k-1}(1-p)^{(k-1} 2\right) \quad \frac{1}{k^{2} p} \frac{n^{k} n^{n-k}}{k^{k}(n-k)^{n-k}} k^{k} p^{k}(1-p)^{k(k-3) / 2}$
$\leqslant \frac{1}{\alpha^{2} c n}\left[\frac{c \exp (-\alpha c / 2)(1-p)^{-3 / 2}}{(1-\alpha)^{(1-\alpha) / \alpha}}\right]^{\alpha n} \leqslant\left(\gamma(1-p)^{-3 / 2}\right)^{\alpha n} \rightarrow 0$,

$$
\text { if } \gamma<1 . \quad \text { Q.E.D. }
$$

Note that
(3) $\frac{c \exp (-\alpha c / 2)}{(1-\alpha)^{(1-\alpha) / \alpha}} \leqq \frac{2}{\alpha(1-\alpha)^{(1-\alpha) / \alpha}} \frac{c \alpha}{2} \exp \left(-\frac{c \alpha}{2}\right) \leqq \frac{2}{\operatorname{e\alpha (1-\alpha )^{(1-\alpha )/\alpha }} \text {. } . ~ . ~ . ~}$

The RHS of (3) is a decreasing function of $\propto$ and tends to $2 / e$ with $\alpha \rightarrow 1$. This means that if $\alpha_{0}$ is the (only) root of the equation $e \propto(1-\alpha)(1-\alpha) / \alpha=2$ then there is no induced tree of $k=n$ vertices if $\mathcal{G}\left(n, \frac{c}{n}\right)$, for any $\alpha>\infty_{0}$ and $c>1$.

## 2. Lawer bound

Theorem 2.1. Let $c>1$ and $\delta^{\prime}>0$ be fixed real numbers. If $n$ is a natural number and $\mu, \varepsilon, p$ are real numbers such that $p \geq c / n, 0<e<\mu-1$ and $\log n p>\mu \log \log (n e p)$ then the size $k$ of an arbitrary maximal induced subtree of $g(n, p)$ satisfies almost surely one of the following conditions:
either

$$
k<\frac{\left(2+\delta^{r}\right) \log n}{\varepsilon \log p n}=k_{0}
$$

or

$$
\begin{equation*}
\operatorname{Min}\left(k_{1}, k_{2}\right) \leqq k \leqq \frac{2(\log (n e p))}{\log \frac{1}{1-p}}+\left(1+\delta^{\infty}\right) \frac{\log n}{\log (n e p)}+3 \tag{4}
\end{equation*}
$$

where
(5) $k_{1}=\frac{\log n p-\mu \log \log n p}{\log \frac{1}{I-p}}$
and
(6) $k_{2}=\frac{(\mu-1-\varepsilon) \log n p}{1+\mu \log n p} n$.

Proof: Let $A$ be a set of $k$ vertices of $\mathcal{G}(n, p)$ and let $v \not \& A$. The probability that $v$ is joined to exactly one vertex of $A$ is $k p(1-p)^{k-1}$ and therefore the probability that no such vertex exists is $\left(1-k p(1-p)^{k-1}\right)^{n-k}$.
Hence, the probability that $A$ spans a maximal induced subtree is oxactly
$p_{A}=k^{k-2} p^{k-1}(1-p)^{\binom{k}{2}-(k-1)}\left(1-k p(1-p)^{k-1}\right)^{n-k}$.
The probability $P_{k}$ that there exists a $k$-element set $A$ that spans a maximal induced tree, is therefore bounded from above by
$P_{k} \leqslant \sum_{A} P_{A}=\binom{n}{k} k^{k-2} p^{k-1}(1-p)^{\binom{k}{2}-(k-1)}\left(1-k p(1-p)^{k-1}\right)^{n-k} \leqslant$
, $\frac{1}{p}\left(\frac{n e}{k}\right)^{k} k^{k} p^{k} \exp \left(-(n-k) p k(1-p)^{k}\right) \leqslant$
(7) $\leqslant n\left[\text { (nep) } \exp \left(-(n-k) p(1-p)^{k}\right)\right]^{k}$.

If $k \neq \frac{\log n p-\mu \log \log (n e p)}{\log \frac{1}{1-p}}$ then $(1-p)^{k}<\exp (-\log (n p)+$
$+\mu \log \log ($ nep $))$ and hence
$\exp \left(-(n-k) p(1-p)^{k}\right) € \exp \left(-(n-k) p(n p)^{-1}(\log (n e p))^{\mu}\right)$
$\underline{\operatorname{mexp}}(-(1-k / n)(1+\mu \log n p))$.
If now

$$
k \leqslant \frac{n(\mu-1-\varepsilon) \log n p}{1+\mu \log n p}
$$

then the RHS of (7) can be further bounded from above by
$n[n p \exp (-(1+\varepsilon) \log n p)]^{k} n(n p)^{-8 k}$.
If $k=\frac{\left(2+d^{\prime}\right) \log n}{e \log n p}$ then $P_{k} \leqslant n^{-(1+\delta)}$.
As $\sum P_{k} \hat{c o n}^{-\sigma^{\prime \prime}}=0(1)$ the theorem is proved.
Q.E.D.

Now we give two consequences of Theorem 2.1.
Thearem 2, 2. Let $f=f(x)$ be a function that tends to the infinity as $x \rightarrow \infty$. Given constants $\theta, \delta>0$, a natural number
$n$ and a real number $p$ such that $p \geq f(n) / n$, then the size $k$ of any maximal induced subtree of $G(n, p)$ satisfies almost surely one of these conditions:
either $k<\frac{\left(2+\sigma^{*}\right) \log n}{\varepsilon \log n p}$
or $k>\frac{\log n p-(1+\varepsilon) \log \log n p}{\log \frac{1}{1-p}}$.
Proof: Since np tends to the infinity, $k_{1} / n \leq(\log n p) / n p \rightarrow 0$, but $k_{2} / n$ tends to $(\mu-1-e) / \mu>0$.
It follows that $k_{1}<k_{2}$ for large $n$.
Theorem 2.3. Given constants $\mu>1, r>0$, a natural number $n$ and a real number $p \geq n^{r-1}$ then the size of any maximal induced subtree of $C_{f}(n, p)$ is almost surely at least $\frac{\log n p-\mu \log \log n p}{\log \frac{1}{1-p}}$.

Proof: $k_{0}$ is less than $(2+\delta) / \varepsilon r$ and since ( $\log \mathrm{np}) / \log \log (n e p)$ tends to the infinity, we can ohoose $\varepsilon$ so that $k_{0}<1$.
3. Large trees. Let $k_{0}, k_{1}, k_{2}$ be the numbers from Theorem 2.1. Results of the previous paragrapti show that the existence of an induced subtree of the size $k_{0}$ implies almost surely the existence of an induced tree of the size $\operatorname{Min}\left(k_{1}, k_{2}\right)$, (Note that the interval between $k_{0}$ and $\operatorname{Min}\left(k_{1}, k_{2}\right)$ is non-empty for all choices of p .)

Theorem 2.3 shows that the proof of the existence of a tree of the size greater than $k_{0}$ is trivial, provided $p$ is not too small. Now we are going to prove that if $p n>1$ and, say, $p=0\left(n^{-1 / 2}\right)$ then the random graph $\mathcal{G}(n, p)$ contains almost surely an induced subtree of the size $\delta p^{-1 / 4}$ for some $\delta>0$.

Suppose that the vertices of $\mathcal{C}(n, p)$ are $v_{1}, \ldots, v_{n}$. Define sets $U_{1}, V_{1}, \ldots, U_{k}, V_{k}$ of vertices and sets $T_{1}, \ldots, T_{k}$ of pairs of vertices as follows:
$v_{1}=0$,
$u_{i}=\sum_{i} \begin{aligned} & \text { if } v_{i} \neq 0 \\ & \left\{v_{m}\right\} \text { otherwise, where } m \text { is the smallest integer such that }\end{aligned}$ $v_{m} \notin{ }_{j=1}^{i} \ddot{U}_{1}^{1} u_{j}$
$v_{i+1}=$ the set of all vertices $v \oint_{j} \dot{U}_{1}^{i}-1 U_{j}$ adjacent to some $u \in U_{i}$, $T_{i}=$ the set of all pairs $\left\{v_{s}, u\right\}$, where $v_{s} \in U_{i}, u \not{ }_{j} \bigcup_{j=1}^{i} U_{j}$ and
$u$ is adjacent to no $v_{q} \in U_{i}, q<s$.
$k$ is defined by the condition

$$
\sum_{j=1}^{k-1}\left|U_{j}\right|<p^{-1 / 4} \leqq \sum_{j=1}^{h}\left|U_{j}\right| .
$$

Note that each set $U_{i}$ is contained in some component of the graph.

In order to show the existence of large trees it is sufficient to prove the next two lemmas:

Lemma 3.1. Let $c>1$ be a constant. If $n p>c$ then the set $u_{k}$ contains almost surely at least $\frac{c-1}{c+1} p^{-1 / 4}$ vertices.

Proof: To construct the sets $U_{i}$ and $V_{i}$, it is sufficient to check which elements of $T_{i}$ are edges of the graph $\mathcal{C}_{\mathcal{L}}(n, p)$. Let $\varepsilon>0$ be a constant and suppose that the size of $U_{k}$ is less than $\frac{c-1}{c+1} p^{-1 / 4}$. Denote $T=T_{0} \cup \ldots \cup T_{k-1}, t=|T|$ and $u=\sum_{j=1}^{k}\left|U_{i}\right|$. It is $u-\left|U_{k}\right| \geqq p^{-1 / 4}-\frac{c-1}{c+1} p^{-1 / 4}=\frac{2}{c+1} p^{-1 / 4}$
$t \geqq\left(u-\left|U_{k}\right|\left((n-u) \geqq\left(u-\left|U_{k}\right|\right)\left(n-2 p^{-1 / 4}\right) \geqq\left(u-\left|U_{k}\right|\right)(1-\varepsilon) n\right.\right.$ for sufficiently large $n$.

The probability that less than ( $1-\varepsilon$ )pt elements of $T$ are edges is at most $\exp \left(-\varepsilon^{3} p t\right)$.

The number of edges of $T$ is equal to the size of the set $v_{1} \cup \ldots \cup v_{k}$ and therefore $u$ is almost surely at least ( $1-\varepsilon$ ) pt. If
$u \geqq(1-\varepsilon) p t \geqq(1-\varepsilon) p\left(u-\left|U_{k}\right|\right)(1-\varepsilon) n$
then
$\left|U_{k}\right| \geqslant u\left(1-\frac{1}{(1-\varepsilon)^{2} p n}\right) \geq p^{-1 / 4} \frac{c-1}{c+1}$
if $\varepsilon$ is chosen so that $(1-\varepsilon)^{2} \mathrm{pn} Z(1+c) / 2$.
Lemma 3.2. Let $c>1$ be a constant. If $c \leqslant p<n^{-1 / 2}$ then the random graph $G_{G}(n, p)$ contains almost surely an induced tree of
the size at least $\frac{c-1}{C+1} p^{-1 / 4}$
Proof. Let $i$ be the largest number such that $V_{i}=0$. It follows from Lemma 3.1 that the set $U=U_{i} \cup \ldots \cup U_{k}$ together with the edges of $\mathcal{G}(n, p)$, which are elements of $T_{i} U_{k} \ldots T_{k-1}$ is almost surely a tree of the size at least $\frac{c-1}{C+1 / 4} p^{-1 / 4}$. Without loss of generality, we can suppose that $|U| \leqq p^{-1 / 4}$, otherwise we would use a sufficiently small set of the form $U_{i} \cup \ldots \cup U_{k-1} \cup \bar{U}$, where $\bar{U} \subset U_{k}$, instead of $U$.

If no pair $\{x, y\}$ such that $x, y \in U,\{x, y\} \notin T$ is an edge of $\mathcal{G}(n, p)$ then the set $U$ is an induced subtree of $\mathcal{G}(n, p)$. The probability of this event is at least
$1-(1-p)^{(||U|)} \geqq 1-\exp \left(-p \frac{|U|^{2}}{2}\right) \rightarrow 1$ because $p|U|^{2} \leqq p \quad p^{-1 / 2}=$ $=p^{1 / 2} \rightarrow 0$.

The problem of existence of large trees in $g(n, p)$ for $p$ fixed was solved by P. Erdös and Z. Palka [3] who proved that almost every graph $G \in G_{g}(n, p)$ contains a tree of size


In [3] they also raised the question what is the largest tree in $\mathcal{G}(n, p)$ if $p \sim c / n$. The following theorem gives a linear (in $n$ ) lower bound.

Theorem 3.3. Let $\mathrm{c}>1$ and $\sigma>0$ be fixed real numbers. If $n$ is a natural number and $\mu, \varepsilon, p$ are real numbers such that $c / n \leqq p, 0<\varepsilon<\mu-1$ and $\log n p>\mu \log \log (n e p)$ then the size $k$ of the largest induced subtree satisfies almost surely the inequality $\operatorname{Min}\left(k_{1}, k_{2}\right) \leqq k \leqq \frac{2(\log (n e p))}{\log \frac{1}{1-p}}+(1+\varepsilon) \frac{\log n}{\log (\text { nep })}+3$
where $k_{1}$ and $k_{2}$ are defined by (5) and (6) of Theorem 2.1.
Proof: The theorem follows immediately from Theorem 2.1 and Lemma 3.2, as one can easily verify that $\frac{(2+\varepsilon) \log n}{\varepsilon \log n p}<\frac{c-1}{c+1} p^{-1 / 4}$ for any $n$ sufficiently large.

Corollary 3.5. Suppose that $p=0(n)$ and $p n \rightarrow \infty$ as $n \rightarrow \infty$ then the size of the largest induced subtree of $\mathcal{g}_{\mathcal{C}}(n, p)$ satisfies almost surely the inequality

## $\frac{\log n P}{p}(1+o(1))<k \in 2 \frac{\log n p}{p}(1+o(1))$.
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