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ARCHIVUM MATHEMATICUM (BRNO)Tomus 30 (1994), 285 { 292TWO SORTS OF BOUNDARY{VALUE PROBLEMS OFNONLINEAR THIRD ORDER DIFFERENTIAL EQUATIONSMichal Gregu�sAbstract. Two sorts of nonlinear third order boundary-value problems are solvedand the existence of eigenvalues and eigenfunctions is proved.1. The aim of this paper is to study two sorts of boundary-value problems ofthe third order.At the �rst we will study the boundary-value problemu000 + q(t; �)u0 + p(t; �)h(u) = 0 ;(a) u(�a; �) = u0(�a; �) = 0; u(a; �) = 0; a > 0 ;(1)or u(�a; �) = u00(�a; �) = 0; u(a; �) = 0(2)under certain suppositions on the functions q; p; h.The problem (a); (1); or(a); (2) is a generalization of the boundary-value prob-lem for linear third order di�erential equation [2], where in par. 4, the so calledgeneralized Sturm theory for linear third order boundary-value problems is devel-oped.At the second we will investigate the boundary-value problem of the formu000 + [�f(t) + �g(t)]u0 + �p(t)h(u) = 0 ;(b) u(�a; �; �) = u(a; �; �) = 0; a > 0 ;(3) � Z a�a r(t; �)[g(t)u(t; �; �) + Z t�afp(� )h(u(�; �; �))(4) � g0(� )u(�; �; �)gd� ]dt = � Z a�a r(t; �)[f(t)u(t; �; �)� Z t�a f(� )u0(�; �; �)d� ]dt;1991 Mathematics Subject Classi�cation : 34B15.Key words and phrases: nonlinear third order di�erential equation, boundary-value problem.Received December 13, 1993.



286 MICHAL GREGU�Swhere �; � are parameters and f; g; p; h; r are suitable functions of their arguments.The boundary condition (4) is in the integral form. For the �rst time such acondition was formulated in [3] for a special linear third order boundary-valueproblem arising in physics. The problem was generalized for the linear third orderdi�erential equation in [1].It will be shown that under certain conditions on the coe�cients of (b) and onthe function r and parameter � the problem (b); (3); (4) can be solved by meansof the problem (b); (2).2. In this section we will investigate the nonlinear di�erential equation(a1) u000 + q(t)u0 + p(t)h(u) = 0 ;where q; p are continuous functions of t 2 [�a;1); a > 0, and h is a continuousfunction of u 2 (�1;1).Under a solution of (a1) we will understand a function u with continuous thirdderivative, de�ned on [t0; b);�a � t0 < b, that ful�ls equation (a1) on this interval.The solution u de�ned on [t0; b), nontrivial in a neigbourhood of b will be calledoscillatory on [t0; b) if it has in�nite number of zeros on this interval with the limitpoint at b. Otherwise the solution is called nonoscillatory. In this paper we willinterested in the solutions de�ned on [t0;1); t0 � �a.Lemma 1. Let jh(u)j < K;K > 0 for all u 2 (�1;1).Then every solution u of (a1) de�ned on [t0; b); t0 � �a, b > t0, is extendableto the interval [t0;1).Proof. Let y1; y2; y3 be a fundamental system of solutions of the linear di�erentialequation y000 + q(t)y0 = 0and let their wronskian W (t) = 1 for t 2 [�a;1):Let u be a solution of (a1) de�ned on [t0; b); b <1.Let u(t0) = u0; u0(t0) = u00; u00(t0) = u000 and let at least one of the numbersu0; u00; u000 be di�erent from zero.Equation (a1) can be writen in the formu000 + q(t)u0 = �p(t)h(u) ;where u = u(t) for t 2 [t0; b).Then from the method of variation of constants there followsu(t) = y(t) � Z tt0 p(� )h[u(� )]W (t; � )d� ;u0(t) = y0(t)� Z tt0 p(� )h[u(� )]W 0t(t; � )d� ;u00(t) = y00(t) � Z tt0 p(� )h[u(� )]W 00t (t; � )d� ;



TWO SORTS OF BOUNDARY{VALUE PROBLEMS : : : 287where y(t0) = u0; y0(t0) = u00; y00(t0) = u000 andW (t; � ) = �
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y1(t); y2(t); y3(t)y1(� ); y2(� ); y3(� )y01(� ); y02(� ); y03(� ) �
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:From the boundedness of h[u(t)] there follows that for b <1 the functions u; u0; u00have at the point b the �nite limits and therefore solution u is extendable to theright of b. �Lemma 2. Let p; q0 be continuous functions of t 2 [�a;1) and let p(t) >0; q0(t) � 0 for all t 2 [�a;1).Let the di�erential equation v00 + 14q(t)v = 0be oscillatory on [�a;1). Let further h be continuous for every u 2 (�1;1) andlet h(u)u > 0 for u 6= 0(i)and limu!0 h(u)u = �; 0 � � <1 :(ii)If u1 is a nontrivial solution of (a1) de�ned on [t0, 1); t0 � �a, with theproperty(5) u1(t0)u001(t0)� 12u021(t0) + 12q(t0)u21(t0) � 0 ;then u1 is oscillatory on [t0;1).Proof. Let u1 be a solution of (a1) de�ned on [t0;1) with property (5). u1 ful�lsat the same time the linear di�erential equation(6) u000 + q(t)u0 + p(t)H[u1(t)]u = 0 ;where H[u1(t)] = ( h[u1(t)]u1(t) for u1(t) 6= 0� for u1(t) = 0Equation (6) can be writen in the normal form [2]u000 + q(t)u0 + [12q0(t) + p(t)H[u1(t)]� 12q0(t)]u = 0 ;where p(t)H[u1(t)] � 12q0(t) � 0 for all t 2 [t0;1). (It is so called Laguerre'sinvariant [2]). Equation (6) ful�ls the supposition of Theorem 2 .4 [2] and therefore



288 MICHAL GREGU�Severy its solution u with property (5) is oscillatory on [t0;1) and u1 is a solutionof (6). �3. In this section we will deal with the di�erential equation (a) where p; q; q0 =@q@t are continuous functions of t 2 [�a;1) and � 2 (�1;�2) and h is a functionof u 2 (�1;1) with continuous �rst derivative h0 on this interval. The aim ofthe section is the solution of the boundary-value problem (a); (1); or(a); (2). Fromthe general theorem on di�erential systems of the �rst order with the right saidscontinuously depending on parameter � 2 (�1;�2) [4], it follows for every solutionu of equation (a) de�ned on [t0;1), that u; u0; u00 are continuous functions of tand � in every closed twodimensional interval for t and � which is a subset of theinterval [t0;1) x (�1;�2).Lemma 3. Let the above suppositions on p; q; h be ful�lled and let q0(t; �) � 0 forall t 2 [�a;1) and � 2 (�1;�2) and moreover let (i); (ii) hold. If u1 is a nontrivialsolution of (a) de�ned on [t0;1); t0 � �a with the property u1(t0; �) = 0 for all� 2 (�1;�2) then the zeros of u1 on (t0;1) (if exist) are continuous functions ofthe parameter � 2 (�1;�2).Proof. Solution u1 ful�ls at the same time the linear di�erential equation(7) u000 + q(t; �)u0 + p(t; �)H[u1(t; �)]u = 0 :Equation (7) ful�ls the supposition of Lemma 4.2 [2] and the assertion of Lemma3 follows from this Lemma 4.2. �Corollary 1. Let the suppositions of Lemma 3 be ful�led and let the di�erentialequation v00 + 14q(t; �)v = 0be oscillatory on [�a;1) for every � 2 [��;�1);�1 < �� < �2.If u1 is a nontrivial solution of (a) with the property u1(t0; �) = 0; � 2 [��;�2)then u1 is oscillatory on [t0;1) and its zeros are continuous functions of � 2[��;�2).The proof follows from Lemma 2 and Lemma 3.Lemma 4. (Oscillation Lemma) Let the suppositions of Lemma 3 on p; q; h besatis�ed and let further lim�!�2 q(t; �) = +1uniformly for all t 2 [�a;1) :Let �a � t0 < T <1 and let u1 be a nontrivial solution of (a) de�ned on [t0;1)with the property u1(t0; �) = 0 for every � 2 (�1;�2). With increasing � ! �2



TWO SORTS OF BOUNDARY{VALUE PROBLEMS : : : 289the number of zeros of u1 in [t0; T ] increases to in�nity and at the same time thedistance between any two neighbouring zeros of u1 converges to zero.Proof. Solution u1 of (a) is at the same time the solution of (7). The coe�cientsof (7) ful�l the suppositions of Theorem 4.5. b) in [2] (Oscillation Theorem) andtherefore the assertion of Lemma 4 follows from this Theorem 4.5 b). �Theorem 1. Let p; q; h satisfy the suppositions of Lemma 4 on [�a;1) and� 2 (�1;�2). Let u be one of the nontrivial solutions of (a) with the property(8) u(�a; �) = u0(�a; �) = 0de�ned on [�a;1). Then there exists a natural number , or  = 0 and a se-quence of values of parameter �; f�+pg1p=0 with a corresponding sequence offunctions (eigenfunctions) fu+pg1p=0 such that u+p = u(t; �+p) is a solution of(a) satisfying the boundary conditions (1) and u+p has exactly  + p zeros in(�a; a).Proof. Let u be a solution of (a) with property (8) de�ned on [�a;1). In vitueof Lemma 3 and Corollary 1 there exists such a � = ��, that the solution u isoscillatory on [�a;1) for every � 2 [��;1) and its zeros are continuous functionsof � 2 [��;�2). Denote by tn(��); n = 1; 2; :::; the zeros of u(t; ��) to the right of �a.Let u(t; ��) have exactly  zeros on (�a; a). Then there is t (��) < a � t+1(��).According to Lemma 4 there exists �� > �� such that t+1(��) < a and according toLemma 3 there exists such a � ; �� � � < �� that t+1(�) = a and u(t; �) = usatis�es conditions (1) and has exactly  zeros in (�a; a). Proceeding in this waywe prove the existence of sequences f�+pg1p=0 �Remark 1. The boundary-value problem (a); (2) can be solved by the same ar-guments as the problem (a); (1), but it is necessary to take the conditionu(�a; �) = u00(�a; �) = 0instead of condition (8).4. Consider in this section the di�erential equation (b) and the boundary condi-tions (3), (4) and suppose that the functions f 0; g0 and p are continuous functionsof t 2 (�1;1). Then the following lemma is true.Lemma 5. Let �� be one of the eigenvalues and r�(t; ��) be the correspondingeigenfunction of the second order eigenvalue problem(9) r00 + �f(t)r = 0; r(�a; �) = r(a; �) = 0 :If u = u(t; �; ��) is a solution of (b), which ful�ls the boundary conditions for� = ��(10) u(�a; �; ��) = u00(�a; �; ��) = u(a; �; ��) = 0 ;



290 MICHAL GREGU�Sthen u is a solution of the boundary value problem (b), (3), (4), where � = �� andr = r�(t; ��); too.Proof. Integrating the di�erential equation (b), where � = ��, writen in the formu000+ f[��f(t) + �g(t)]ug0+ f[���f 0(t)��g0(t)]u(t; �; ��)+�p(t)h[u(t; �; ��]g = 0term by term from �a to t, t � a, and considering (10) we getu00 + ��f(t)u + �g(t)u + Z t�af[���f 0(� ) � �g0(� )]u(�; �; ��)+ �p(� )h[u(�; �; ��)]gd� = 0 :Now multiply the last equality by r�(t; ��) and integrate it from�a to a. We cometo the equality � Z a�a r�(t; ��)[u00(t; �; ��) + ��f(t)u(t; �; ��)]dt =(11)� Z a�a r�(t; ��)fg(t)u(t; �; ��) + Z t�a[p(� )h(u(�; �; ��)) � g0(� )u(�; �; ��)]d�gdt��� Z a�a r�(t; ��)ff(t)u(t; �; ��) � Z t�a f(� )u0(�; �; ��)d�gdt :The right-hand side of (11) contains the expression which stands in the boundarycondition (4). Therefore it is necessary to prove that the integral on the left-handside of (11) is equal to zero. Calculate this integral and suppose (9) and (10). Weobtain
Z a�a[u00(t; �; ��) + ��f(t)u(t; �; ��)]r�(t; ��)]dt = u0(a; �; ��)r�(a; ��)�u0(�a; �; ��)r�(�a; ��) + Z a�a[r�00(t; ��) + ��f(t)r�(t; ��]dt = 0 �Corollary 2. Let in equation (b) be f(t) = 1; p(t) = 1; g(t) > 0 and g0(t) � 0 fort 2 [�a;1).Then every solution u of the boundary-value problemu000 + "

� k�2a � 2 + �g(t)# u0 + �h(u) = 0(b1) u(�a; �) = u00(�a; �) = u(a; �) = 0(12)is also a solution of (b1) which ful�ls the boundary conditionsu(�a; �) = u(a; �) = 0



TWO SORTS OF BOUNDARY{VALUE PROBLEMS : : : 291and(13) Z a�a sin k�2a (a + t)[g(t)u(t; �) + Z t�afh(u(�; �))� g0(� )u(�; �)gd� ]dt = 0Proof. It follows from Lemma 5, applied on the equation(14) u000 + [�+ �g(t)]u0 + �h(u) = 0The second order eigenvalue problem (9) for f(t) = 1 has the formr00 + �r = 0; r(�a; �) = r(a; �) = 0Its eigenvalues are ��k = � k�2a � 2 ; k = 1; 2; ::: and the corresponding eigenfunctionsare r�k = sin k�2a (a+ t); k = 1; 2; : : : :It is necessary to prove that the boundary condition (4) has the form (13) in thiscase. It will be proved if the right-hand side of (4) is equal to zero. But it followsfrom the supposition f(t) = 1 and from the condition (3). �At the end it is necessary to formulate the conditions on f; g; h for the solutionof the problem (b), (10) and at the same time of the problem (b), (3), (4).Theorem 2. Let f(t) > k > 0; g(t) > k > 0; p(t) > 0 for t 2 [�a;1) and letf 0(t) � 0; g0(t) � 0: Let further h have the properties (i), (ii) and h0 be continuouson (�1;1).Let � be one of the positive eigenvalues of (9) and r(t; �) its corresponding eigen-function. Then there exists a natural number  or  = 0 and a sequence f�+pg1p=0of the parameter � and a corresponding sequence of functions fu+pg1p=0 such thatu+p = u(t; �+p; �) is a solution of (b) which ful�ls the conditions (10) for �� = �and u[t; �+p; �) has in (�a; a) exactly  + p zeros.Proof. At the �rst it is easy to see, that the coe�cients of (b) ful�l the supposi-tions of Lemma 4 and Corollary 1, because equation (b) is of the form (a), whereq(t; �) = �f(t)+�g(t) > 0 for � > 0; � > 0 and � is one of the positive eigenvaluesof (9).The equation v00 + 14 [�f(t) + �g(t)] v = 0is oscillatory in [�a;1) for � � �� > 0 and therefore it follows from Lemma 2, thatevery solution u(t; �; �) of (b) with the property u(�a; �; �) = u00(�a; �; �) = 0, isoscillatory in [�a;1) for � � ��. Denote by u one of them and let tn � ��� ; n = 1; 2:::;be the zeros to the right of �a of u(t; ��; �). Let for n =  be t(��) < a andt+1(�) � a. According to Lemma 3, t+1(��) is a continuous function of � andhence in virtue of Lemma 4 there is �� > �� such that t+1(��) < a and from thecontinuity of t+1(�) there is �� � � < �� such that t+1(� ) = a and u(t; � ; �)satis�es the condition (10) and has exactly  zeros in (�a; a). Proceeding in thisway we prove the existence of the sequences f�+pg1p=0 and fu+pg1p=0 Thus thetheorem is proved. �



292 MICHAL GREGU�SExample. Have the boundary value problemu000 + (k2 + �)u0 + � arctg u = 0(15) u(��2 ; �) = u(�2 ; �) = 0(16)
Z

�2��2 sin k � �2 + t� [u(t; �) + Z t��2 arctg u(�; �)d� ]dt = 0(17)From Theorem 2 there follows, that every solution u of equation (15) whichful�ls the boundary conditionsu(��2 ; �) = u00(��2 ; �) = u(�2 ; �) = 0is the solution of (15), (16), (17), because it is easy to see, that the functionr(t; �) = sin k(�2 + t) is the eigenfunction of the problem r00 + �r = 0; r(��2 ; �) =r(�2 ; �) = 0 with the eigenvalue � = k2, where k is a natural number.References[1] Gregu�s, M., On a certain boundary value third order problem with two parameters, ActaMath. Univ.Comen. LIV-LV (1988), 201{206.[2] Gregu�s, M., Third order linear di�erential equation, Reidel Publishing Company, Dordrecht,Boston, Lancaster, Tokyo, 1982.[3] Lockschin, A., �Uber die Knickung eines gekr�ummten Stabes, ZAMM 16, 1, (1936), 49{55.[4] Sansone, G., Equazioni di�erenziali nel campo reale, Parte prima, Bologna, 1948.Michal Gregu�sDepartment of Mathematical AnalysisMFF UK, Mlynsk�a Dolina842 15 Bratislava, SLOVAKIA
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