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Časopis pro pěstování matematiky, roč. 105 (1980), Praha 

DIFFERENTIAL EQUATIONS WITH INTERFACE CONDITIONS 

STEFAN SCHWABIK, Praha 

(Received November 6, 1978) 

In this note, the theory of generalized linear differential equations will be applied 
to some linear systems of ordinary differential equations with interface conditions. 

1. INTERFACE PROBLEMS AND GENERALIZED LINEAR 
DIFFERENTIAL EQUATIONS 

Let us consider the ordinary linear differential system 

(1.1) x = F(t)x + g(t), re [0,1] 

where F: [0, 1] -> L(Rn) is an n x n-matrix valued function and g : [0, 1] -> Rn. 
Both F and g are assumed to be Lebesgue integrable on [0, 1]. 

We consider the system (1.1) together with interface conditions 

(1.2) Mjxfa-) + Njx(tj+) = cj , j = 1, 2,..., k 

where 0 = t0 < tx < t2 < ... < tk < tk+1 = 1, Mj, Nj e L(Rn, Rm) are real m x n-
matrices and c} e Rm, j = 1,..., fe. 

1.1. Definition. A function x : [a, b] -> Rn, \a, b] c [0, 1] is called a solution 
of the interface problem (1.1), (1.2) on [a, b] if 

a) x is absolutely continuous on every interval of the form \a, b] n (tj-l9 tj), 
j = 1, ...,k + 1, 

b) x satisfies (1.1) almost everywhere in [a, b], 
c) for every tje(a, b), j = 1,..., fc the interface condition (1.2) is satisfied. 

Remark. Interface problems of this type are described and studied in various 
papers, see e.g. [1], [2], [3], [4], [7], [8]. The discontinuity of solutions of interface 
problems is caused by the nature of the conditions (1.2). The generalized linear 
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differential equations have also the property that they admit discontinuous solutions, 
see e.g. [6]. This leads to the natural question about the connection between interface 
problems and generalized differential equations. The first question concerns the 
possibility of describing the interface problem (1.1), (1.2) by a generalized linear 
differential equation. If this is possible then we can ask for the counterpart of the 
results on generalized linear differential equations in the theory of interface problems. 

We consider the interface problem (LI), (1.2) for which the solution can be con
tinued from the left to the right, i.e. we require that, given x(f—), it is possible to 
determine x(t + ) (not uniquely in general). This requirement transfer to the interface 
conditions (1.2) in the sense that the solvability of the linear algebraic equation 
inx(tj+) 

Njx(tj + ) = cj- Mjx(tj-)9 j = l , . . . , fc 

will be assumed for every given x(tj—) e Rn. This means that we have to assume that 

c r M / e R ( N ; . ) , I = l, . . . ,fc 

holds for any x + e Rn9 where R(N) c: Rm stands for the range of an m x n-matrix N, 
i.e. R(N) is the linear span of all column vectors of the matrix N. Hence we have the 
inclusion 

Cj + R(Mj) cz R(N,.), j = l , . . . , k 

which is clearly equivalent to 

(1.3) S-eR(N;) , j = l,. . . ,fc 

(1.4) R(Mj)aR(Nj), j = l , . . . , k . 

If the conditions (1.3) and (1.4) are not satisfied, then there exists a value x(f,—) 
such that x(tj+) cannot be determined in such a way that (1.2) holds. 

1.1. Lemma. The condition (1.3) holds if and only if there exist dj e Rn9 j = 
= 1, . . . , k such that 

(1.5) NA = Cj> I = l , . . . , / c . 

The condition (1.4) holds if and only if there exist Dj e L(Rn)9 j = 1,. . . , fc such 
that 

(1.6) Mj + NJDJ = 0 , ; = l , . . . , k . 

Proof. The first assertion is trivial. In order to prove the second statement, let us 
mention that the matrix equatioft Mj + NjX = 0 has a solution X e L(Rn) if and 
only if rank Nj = rank (Nj9 Mj)9 i.e. every column of the matrix Mj depends linearly 
on the columns of the matrix Nj. Hence the mentioned matrix equation has a solution 
Dj € L(Rtt) if and only if R(Mj) c R(N,). 
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In the sequel we assume that the interface conditions (1.2) satisfy (1.3) and (1.4) 
(or the equivalent conditions given by Lemma 1.1). 

Remark. Let us mention that if the continuability conditions (1.3) and (1.4) are 
satisfied then for any (x, ?) e Rn x [0, 1] and integrable g : [0,1] -> Rn there exists 
a solution x(t) of the interface problem (1.1), (1.2) on the interval [?, 1] such that 
x(?) = x. On the other hand if the conditions (1.3) and (1.4) are not satisfied then it is 
possible to show that there exists an initial point (x, ?) e Rn x [0, 1] and an integrable 
function g : [0, 1] -> Rn such that the interface problem (1.1), (1.2) has no solution x 
defined on the whole interval [?, 1] and such that x(?) = x. 

Further, it is easy to see that if m = n and det N, =f= 0, j = 1, ..., k then (1.3) 
and (1.4) are satisfied. According to Lemma 1.1 we have in this case d, = NJxCj 
andD, = -NJ^jJ = 1,..., k. 

Let us now define, for t e [0, 1], 

(1.7) A(t)= fF(T)dT + i ( D , - / ) ^ ( 0 
Jo 1=i 

and 

(1.8) f(0=ffWdT + idj+W 
Jo J = 1 

where i/C(0 = 0 if f ĵ a, ^ ( 0 = 1 if f > a, </,, D,, j = 1,..., k are determined by 
(1.5), (1.6), respectively, and I is the unit matrix in L(Rn). 

Evidently A : [0, 1] -> L(Rn), f: [0, 1] -> Rn are functions of bounded variation, 
left continuous on [0, 1], i.e. A~A(t) = A(t) - A(t-) = 0, A'f(t) = f(t) - f(t-) = 
= 0 for every te(0, 1], A+A(t) = A(t+) - A(t) = 0, A+f(r) = f(t+) - f(t) = 0 
for t e [0,1), t =f= tj and 

(1.9) A + %.) = D, - /, A+f(*,) = d,, j = l , . . . , k . 

We consider the generalized linear differential equation 

(1.10) dx = d[A]x + df 

(see [5], [6]). Let x : [a, b] -> Rn, [a, b] c [0, 1] be a solution of (1.10). By defini
tion we have 

(1.11) X(T) = x(a) + fd[A(e)lx(e) + f(t) - f(<r) 

for every T, a e [a, b] (the integral used in (1.11) is the Perron-Stieltjes integral). 
Using (1.7) and (1.8) we have by (1.11) for T, a e [a, b] n [t,_1 ? *,], j = 1,..., k 

f(т) -= x(a) + I F(в)x(Q) dв + \g(6) dв 

J a J a 

and a straightforward argument shows that the solution x : [a, b] -* Rn of (1.10) 
satisfies a) and b) from Definition 1.1. 
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Using the results known for generalized linear differential equations (see [6], 
III.l) we have 

x( r - ) = [/ - A'A(t)] x(t) - A~f(t) = x(t), te(a9b] 
and 

x(t+) = [/ + A+A(t)]x(t) + A+f(t), te[a9b)9 

i.e. x(f+) =x(r) if te\a9 b), t + tj and x(iy+) = Djx(tj) + dj for tje\a9 6). 
(The onesided limits of the solution x(t) exist, because every solution of (1.10) is of 
bounded variation.) 

Hence by (1.5) and (1.6) we get 

Mjx(tj-) + Njx(tj) = MjX(tj) + Nj(Djx(tj) + d}) =-

= (Mj + NjDj)x(tj) + Njdj = c, 

for all tj e (a, fc), j = 1,..., fc and the solution x of (1.10) satisfies also c) from Defini
tion 1.1. In this way we can conclude that every solution of (1.10) is also a solution 
of the interface problem (1.1), (1.2). 

Assume conversely that x : [a, fc] -> Rn is a solution of the interface problem (1.1), 
(1.2) which is left continuous on [a, fc]. Then we have 

Mjx(tj~) + Njx(tj+) = Mjx(tj) + Njx(tj+) = cj = Njdj = 

= (Mj + NjDj)x(tj) + Njdj 

for every tj e (a, fc), j = 1,..., fc, where dj9 Dj are given in Lemma 1.1. Hence 

Njx(tj+) = NjDjx(tj) + Njdj, 
i.e. 

x(tj+)-Djx(tj)-djeN(Nj) 

where N(Ny) denotes the null-space of the matrix NJm This yields for every tj e 
e (a, 6) the equality 

x(*y+) = Dyx(fy) + dy + zy 

with some zy e Rn such that NJZJ = 0 (zy e N(Ny)). 

If we set dj =- dy + zy, j == 1,..., fc and define 

Jo 1=1 

then it can be easily shown that for any o9 z e [a, 6] we have 

X(T) - x(a) = CF(e) x(e) de + f *(<?) de + j ; [(oy - /) x(.;) + 3y] -= 
J(r Jtf Oe[<r,t) 

- ffWe)] *(<*) + f W - iW 

394 



and consequently x : [a, b] -> Rn is a solution of the generalized linear differential 
equation 

dx = d[A] x + df 

which is of the form (1A0). The only difference is the form of f which differs from f 
given by (1.8) in the second term. In this way we have obtained the following 

1.1. Theorem. If the interface conditions (1.2) satisfy (1.3) and (1.4) then every 
solution of the generalized linear differential equation (1.10) with A, f given by 
(1.7), (1.8), respectively, is a solution of the interface problem (1.1), (1-2). Con
versely, every left continuous solution of the interface problem (1.1), (1.2) is a solu
tion of (1.10) with A, f given by (1.7), (1.8) where Dj9 dj, j = 1, ..., fc satisfy (1.6), 
(1.5). 

Remark. Let us mention that if the conditions (1.3) and (1.4) are satisfied then 
for every initial point x e Rn and g integrable on [0, 1] it is possible to construct 
a "train" composed of fc + 1 pieces of Caratheodory solutions of the differential 
equation (1.1) on [0, tt]9 [tu t2], ..., [tk, 1] in the sense of CONTI [2] such that the 
solution x(t) on [0, tx] satisfies x(0) = x. 

The left continuity of solutions of the interface problem (1.1), (1.2) is a requirement 
which can be easily satisfied for an arbitrary solution by changing its values at every 
point of discontinuity. 

The class of generalized linear differential equations (1.10) corresponding to the 
problem (1.1), (1.2) depends on the null-space NfN,) of the matrices Nj (see Lemma 
1.1 and the definition of A(t) and f(t) given in (1.7) and (1.8)). For example, the 
difference of any two functions f(t),f(t) corresponding to the problem (1.1), (1.2) 

k 

is of the form £ Zj i/>f*(f) where z. e N(N7); similarly for the matrices A(t) of the 
system (1.10). j=1 

1.2. Theorem. Assume that the interface conditions satisfy (1.3) and (1.4). Let 
x, y be two solutions of the interface problem (1.1), (1.2) defined on [a, b] cz [0, 1], 
left continuous on [a, b]. Then the difference z(t) = x(t) — y(f), t e [a, b] satisfies 
the generalized linear differential equation 

(1.12) dz = d[A] z + d/i 

where A is given by (1.7) and h : [0, 1] -» Rn is a function of the form 

(1.13) *W = £*;fiJ(0. . 's [0,1] 
1=1 

with Zj e N(Ny), i.e. NJZJ = 0, j = 1, . . . , fc. 

Proof. Let Dj9 j = 1, . . . , fc be given as in Lemma 1.1 and let A be defined by (1.7). 
By Theorem 1.1 the functions x, y satisfy the equations dx = d[.A] x + df, dy = 
= d[A] Y + df where 
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f(t) = fg(T) dT + i dj ̂ (t) , f(t) = f g(T) dT + £ dj ̂ (t) , 
Jo 1-1 Jo 1 = 1 

t e [0, 1] with Njdj = cj9 Njdj = c,, j = 1,..., k. Hence zy = d, - d, e N(Ny), 
f = 1,. . . , k and 

h(0 = f(0-f(0 = Z ^ ^ ( 0 ) ^ [o , i ] . 
The difference z(t) = x(r) — y(f) evidently satisfies the equation 

dz = d[_4]z + d ( f - f ) 

and this yields the statement of the theorem. 

1.1. Corollary. If the conditions (1.3), (1.4) are satisfied and x : [a, b] -> Rn 

is a fixed left continuous solution of the interface problem (1.1), (1.2) on [a, b] 
then an arbitrary left continuous solution of the interface problem (1.1), (1.2) 
is of the form x + z, where z : [a, b] -> i?n is a solution of the generalized linear 
differential equation (1A2). 

The p roof of this statement easily follows from Theorems 1.1 and 1.2. 
Let us now assume that instead of (1.4) the stronger condition 

(1.14) R(My) = R(Ny), I = l , . . . , k 

is satisfied. This condition ensures the continuability of a solution of the interface 
problem from the left to the right as well as in the opposite direction. 

1.2. Lemma. Assume that M, N are m x n-matrices. Then the equality R(M) = 
= R(N) holds for their ranges if and only if there exists a regular n x n-matrix D 
such that 

(1.15) M + ND = 0. 

Proof. Assume that R(M) = R(N). This is equivalent to the fact that the linear 
spans of the columns of M and N coincide. Let us write M = (Mu ..., Mn) and 
similarly N = (N l 5 . . . , Nn) where Mh Nz denote the /-th columns of M, N, respec
tively. It is known from linear algebra that there exists a regular n x n-matrix R 
such that 

MR = (M1,..,Mk,0,.,0) 

where Mu ..., Mk are linearly independent columns of M, k = rank M and similarly 
there is a regular n x n-matrix S such that 

NS~(Nl9. ,Nk,0, . . . ,0 ) 

where Nl9N2,..., Nk are linearly independent columns of N, k = rank N = 
= rank M. Sinee R(A4) = R(N), the linear spans of the vectors Ml9 ..., Mk and 
N 1 ? . . . , Nk are the same and consequently there is a regular k x k-matrix U such 
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that (Mu ..., Mk) U - (N l f ..., Nk). If we set 

[.""] 
then MRT = (Mu ..., A4fc, 0, . . . , 0) T = (N1? ••., Nfc, 0, ..., 0) = NS and Tis a regu
lar n x w-matrix. If we set D = - S T " 1 / * ^ 1 then D is a regular n x w-matrix such 
such that M = -ND and this proves the "only if" part of the lemma. The second 
implication is evident. 

Lemma 1.2 yields immediately 

1.3. Lemma. The condition (1.14) holds if and only if there exist regular n x n-
matrices Dj e L(Rn) such that 

(1.16) MJ+NJDJ = 0 , j = l , . . . , fc . 

Let us now consider the generalized linear differential equations (1.10) with A(t) 
given by the relation (1.7) where the matrix A(t) is constructed by means of the regular 
n x n-matrices Dp j = 1, . . . , k given by Lemma 1.3. In this case we have 
det (/ + A+A(t)) 4= 0 for every t e [0, 1) (see (1.9)) and also det (/ - A~A(t)) = 
= det / = 1 for t e (0, 1]. Hence by Theorem III. 1.4 in [6], to every (x, ?) e Rn x 
x [0, 1] and f: [0, 1] -> Rn of bounded variation on [0,1] there exists a unique 
solution of (1.10) defined on [0,1] such that x(?) = x. This yields the following 
result. 

1.4. Theorem. If the interface conditions (1.2) satisfy (1.3) and (1.14) then the 
conclusions of theorem 1.1 hold. Moreover, to the interface problem (1.1), (1.2) 
there exists a generalized linear differential equation (1.10) which is uniquely 
solvable on the interval [0, 1] for every initial point (x, 1)e Rn x [0, 1] and every 
right hand side f of bounded variation on [0, 1]. 

Every solution of a generalized linear differential equation of the form (1.10), 
where the matrices Dp j = 1, . . . , k occuring in the definition (1.7) of the matrix A 
are regular can be given by the variation-of-constants formula (see III.2.14 in [6]), 
i.e. 

(1.17) x(t) = X(t) c - X(t) f d s [ X - -(5)] f(s) + f(t) , te{0,1] 

where X : [0, 1] -> L(Rn) is the uniquely determined solution of the matrix equation 

(1.18) X(f) = / + rd[A(r)]X(r), fe[0,l] 

called the fundamental matrix and c e Rn is arbitrary. 
For our purposes it is more convenient to have a formula for the solution using 

the conventional fundamental matrix of the differential equation (1.1). 

397 



Assume that t e(tp */+_],I = 1,..., fc. Then by (1.18) we have 

X(t) = X(.y) + £d[A(r)] X(r) 

and taking into account the definition of A(t) from (1.7) we get 

X(t) = X(*y) + £ d [ [ > _ ) d . +£(Dj - /) ̂ (r)] X(r) = 

= X(tj) + j\r) X(r) dr + (Dy - /) X(*y) = 

.-DyX(*y)+pF(r)X(r)dr. 
Jtj 

Hence for t e (tj9 tJ+i], j = 1,..., k the fundamental matrix X(t) satisfies 

(1.19) X(0 = U(u,)DyX(ry) 

where U(t, r) is the fundamental matrix corresponding to the equation (1.1), i.e. for 
every t, T e [0,1] we have 

U(t, T) = / + \F(r) U(r, T) dr . 

Using (1.19) we have 

(1.20) X(t) = U(t, 0) for t e [0, t.] , 

X(t) = U(t, tj) Dj X(tj) = 

= U(.,.y)DyU(.7,.7_1)Dy_1... D . U ^ O ) for te(t,, t,+1] . 

Integrating by parts in the integral in (1.17) (see 1.4.33 in [6]) we get 

x(t) = X(f)c + f(t) - X^VjV^dfts) + X~\t)f(t) - X~\0)f(0) -

- £ A+X-^(T)A+f(T)] = 

= X(t) c + X(t) ['x-\s) df(s) + X(t) £ A+X-'(T) A+f(T) . 
J o o_iT<t 

The definition (1.8) of f yields further 

(1.21) x(f)= X(r)c + X(t) {'x-\s)g(s)ds + X(t) £ (X- ! (T) A+f(T) + 
J O 0__T<f 

+ A+X-(T)A+f(T)) = 

= X(Oe + X(.)fx-1(s)g(s)d* + X(t) £ X"1(t+)A+f(T) = 
J0 0£t<» 
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+ 

+ 

= x(t)c + x(ofx-1(s)g(s)ds + x(0 v. X - ' ^ D ; 1 * , 
JO 0<tj<t 

because A+f(r) = 0 for T =f= f,, j = 1,. . . , fc, A+f(ty) = d,. and X(f,.+) = Dj X(tj), 
I = l,... ,fc (see (1.19)). 

It is a matter of routine to insert (1.20) into (1.21) and to derive the following 
result, which describes the solution of (1.10) in terms of the interface problem 
(1.1), (1.2). 

1.4. Theorem. If the n x n-matrices Dj, j = 1, ..., fc occuring in the definition 
(1.7) of A(t) are regular, then every solution x : [0, 1] -* Rn of the generalized 
linear differential equation (1.10) is given by the formula (c e Rn is arbitrary) 

(1.22) x(t) = U(t, 0) c + U(t, 0) j U(0, s) g(s) ds /or r e [0, tj] , 

x(t) = U(t, tj) Dj U(tj, tj.J) Dj., ... D, U(tl9 0) (c +j^U(0- s) g(s)ds) 

+^U(r, tj) Dj U(tj, t,.,)... D,+1 U(tl+1, tt)(d, + J"] '""(^ *) «00 ds) 

+ U(r,ry)(di+J^U(^.,s)g(s)ds) for re(r7, tJ+1], j = l,...,fc (tk+1 = 1). 

1.5. Theorem. If the conditions (1.3) and (1.14) are satisfied for the interface 
conditions (1.2) then the formula (1.22) yie/ds a /eft* continuous solution of the 
interface problem (1.1), (1.2) provided Dj, j = 1, ..., fc are rhe regular n x n-
matrices from Lemma 1.3. Moreover, every Zef? continuous solution of the interface 
problem (1.1), (1.2) can be written in the form 

(1.23) x(r) = U(t, 0) c + U(t, 0) P U(0, s) g(s) ds for * G [0, tj] , 

x(0 = U(t, tj) Dj U(tj, tj.J) Dj_ x . D, U(tl5 0) (c + £ U(0, s) g(s) ds) + 

+ 'gu(t9 tj) Dj U(tj, r,_0... D/+1 u(rl+1, ^ ( d , + z, + r+ IU(' i , s)*(s)ds) + 

+ U( t , ty)(dy + 2,. + J U(^.,s)g(s)ds) for te(^,ri+1]; = l, . . . , fc, 

where c e Rn is arbitrary, dj e Rn are such that Njdj = Cj and Zj e N(N/), j = 
= l,. . . ,fc. 

Proof. By Theorem 1.3 the function given by the formula (1.22) in Theorem 1.4 
is a solution of the interface problem (1.1), (1.2). By Corollary 1.1 every left con
tinuous solution of the interface problem (1.1), (1.2) can be expressed in the form of 
the sum of the function from (1.22) and an arbitrary solution z of the equation 
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(1.12). Using the variation-of-constants formula for the equation (1.12) we can 
evaluate the function z (the procedure is the same as for the solution of the equation 
(1.10) in Theorem 1.4): 

z(t) = U(t, 0) c for fe [0, t J , 

z(t) = U(t, tj) Dj U(tj, 0 - 0 Dj^ ... Dt U(h, 0) c + 

+ Y U(t, tj) Dj U(tj, tj-J ... Dl+1 U(tl+l, tt) z, + 

+ U(t,tj)zj for *e(fy , ty + 1] , I = l, ...,k 

where zy e N(Ny), j = 1,..., k and c e Rn is arbitrary. Adding the function z to the 
function from (1.22) we get (1.23). 

Remark. Let us assume in addition that the null-spaces of the matrices Nj 
satisfy 

(1.24) N(N,) = {0}, ; = l , . . . ,k . 

Then the matrices Dj, j = 1,..., k are uniquely determined by (1.16). Indeed, if we 
have Mj + NsDj = 0 as well as Mj + Njbj = 0 for some j , then NJ(DJ - Dj) = 0 
and consequently Dj = Dj. Hence also the matrix-valued function A(t) is uniquely 
determined by (1.7). Moreover, to every Cj e R(Nj) there is a uniquely determined dj 
such that Njdj = Cj and consequently also the function f(t) is given uniquely by (1.8). 

If the interface conditions (1.2) are such that (1.3), (1.14), (1.24) hold then evidently 
there is a one-to-one correspondence between the interface problem (1.1), (1.2) and 
the generalized linear differential equation (1.10) with A, f given by (1.7), (1.8), 
respectively. 

The situation when (1.3), (1.14), (1.24) are satisfied occurs for instance, when 
m = n, det Nj -# 0, det Mj 4= 0, j = 1,..., k. Of this type are the so called "shock 
conditions" x(^—) — x(tj+) = cj9j = 1,..., k or conditions of the form x(tj —) + 
+ Nj x(tj+) = Cj with det Ny 4= 0, j = 1,..., k. 

2. BOUNDARY VALUE PROBLEMS WITH INTERFACE CONDITIONS 

In this section we turn our attention to the two-point boundary value problem for 
interface problems, i.e. we consider the system 

(2.1) k~F(t)x + g(t), re [0,1] , 

(2.2) Mj X(tj) + Nj X(tj + ) = Cj , j = 1 , . . . , k , 

(2.3) M X(0) + N x(l) = r-

with F, g, Mj, NJ, CJ, j = 1,..., k given in Section 1 and M, N e L(Rn, Rm), r e Rm. 
Let us assume that the interface conditions (2.2) satisfy (1.3), (1.14) and (1.24), 
i.e. cj e R(Nj)9 R(Mj) = R(Ny), N(Ny) = {0}, 1 = 1,..., k. 
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Under these conditions it is possible to associate with (2.1), (2.2) a generalized 
linear differential equation 

(2.4) dx = d[A] x + df 

which is uniquely solvable for every initial point (x, l)e Rn x [0, 1]. (See Theorem 
1.3.) We consider the boundary value problem (2.4), (2.3). For problems of this 
type some results are known (see [5], [6]). Our aim is to modify these results to the 
problem (2.1), (2.2), (2.3). 

Let us define 

(2.5) B(t) = P F(T) dr + i {Dj - I) *"(.) , t e [0, 1] 
Jo j = l 

where ^«T(0 = 0 if f < a, ty*(t) = 1 if t = a, Dp j = 1,..., k are determined by 
(1.6) and are unique since (1.24) is assumed, (1.14) implies the regularity of Dy 

j = 1,..., k. We have evidently B(t+) - A(t + ) = B(t-) - A(t-) = 0 for all 
t e (0, 1), 4(0) = B(0), .4(1) = B(l), A+B(t) A+A(t) = A~B(t) A~A(t) for all t e (0, 1) 
and 

det (/ + A+A(t)) det (/ + A~B(t)) det (I - A" A(t)) 4= 0 

since / + A+A(tj) = / + A~B(tj) = Dp j = 1,..., k and Dj are regular n x n-
matrices, A'A(t) = 0 for all re(0,1] and A+A(t) = A"B(r) = 0 for re(0,1), 
f =)= r7-, j = 1, ..., fc. The matrix valued function A is given by (1.7) in Section 1. 

Using the results from [6] (Theorem III.5.5) we obtain the following result: 
The boundary value problem (2.4), (2.3) possesses a solution if and only if 

(2.6) y*(l) f(l) - y*(0) f(0) - £d[y*(()] f(t) = A*r 

for any solution (y, X) of the homogeneous system 

(2.7) d y = -d[B*]y , 

(2.8) y(0) + M*l = 0 , y(l) - N*k = 0 

(a star denotes the transpose to a matrix). 
The properties of B : [0, 1] -• L(Rn) ensure that for every (y, ?) e Rrt x [0, 1] the 

equation (2.7) has a uniquely determined solution y : [0, 1] -• Rn satisfying y(?) = y. 
Let us consider a solution y : [0, 1] -* Rn of (2.7). Using the results of III.l in [6] 

we have 

Y(t+) = [/ + A+(-B*(t))] Y(t) = (/ - A+B*(0) y(0 = y(0, te [0, 1) 
and 

y( . - ) = [/ - A"(-B*(0)] y(t) = (/ + A-B*(()) Y(t) = y(0 

for »e(0, 1], f # ^, ; = 1,..., k, 

Y(tj-) = (/ + A-B*^)) Y(tj) = Dy* Y(tj) , j = 1,..., k , 
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K',-) - q? m - • • 
Further it is evident that y is absolutely continuous on every interval of the form 
(tj-u tj), j = 1, ..., k 4- 1 and y satisfies the ordinary differential equation 

y = - F * ( 0 y 

almost everywhere in [0, 1]. This follows from the fact that we have by definition 

X(T) = x(a) + fd[-B*(e)] Y(Q) = x(a) - \* F*(Q) Y(Q) d8 
J a J <T 

for any T, G e (f/-i, tj), j = 1, ..., k. Hence every solution y : [0, 1] -> Rn of (2.7) is 
a solution of the interface problem 

(2.9) y=-F*(t)Y, 

(2.10) y ( f , - ) - D * y ( . , . ) = 0. 

It is easy to check that conversely every solution of the interface problem (2.9), (2.10) 
is a solution of (2.7). 

Taking this fact into account we reformulate the solvability condition (2.6) as 
follows. 

2.1. Theorem. Assume that the interface conditions (2.2) satisfy (1.3), (1.14) 
and (1.24). Then the boundary value problem (2.1), (2.2), (2.3) has a solution if and 
only if 

(2.H) fV(0«(0^ + Zy*(0)d1 = ^ 
Jo i = i 

for any solution (y, A) of the homogeneous problem (2.9), (2.10) with the parametric 
boundary conditions 

(2.12) y(0) = -Art** , y(l) = N*A . 

Proof. Using the integration-by-parts formula (see Theorem 1.4.33 in [6]) and 
taking into account the form of f given in (1.8) we have 

y*(l) f(l) - y*(0) f(0) - £d[y*(t)] f(t) = JV(t) d[f(*)] = 

-= JV(0 d [ j y * ) dr +j£dj ^(r)] = j\*(t) gU) dt + 2 y*(o) dj . 

This together with (2.6) yields (2.H). 

Remark. The parametric boundary value problem (2.9), (2.10), (2.12) plays the 
role of an adjoint problem to the problem (2.1), (2.2), (2.3). 
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If 0 = m — In and rank N = rank (M, N) = m then there exist uniquely deter
mined matrices P, Q e L(R2n-m, Rn) and Pc, Qc e L(Km, #„) such that 

det &•]-
and - MPC + NQC = /, - MP + NQ = 0; P, Q are the so called adjoint matrices 
associated with [M, N] and Pc, Qc the complementary adjoint matrices associated 
with [iM, N], Using this concepts and the results from III.5.18 in [6] we obtain the 
following theorem. 

2.2. Theorem. Let the assumptions of Theorem 2.1 be fulfilled. Then the boundary 
value problem (2A), (2.2), (2.3) has a solution if and only if 

(2.13) V ( 0 g(0 dt + £ У*(t,) dj = [y*(0) P< + y*(l) Q<] r 
0 j = l 

for any solution of the system (2.9), (2.10) with the homogeneous boundary con
dition 

(2A4) P* y(0) + Q* y(l) = 0 

where P, Q, Pc, Q c are */ie adjoint and the complementary adjoint matrices asso
ciated with [iM, N] . 

The interface problem (2.9), (2.10) together with the boundary condition (2.14) 
represents the nonparametric form of the adjoint problem to (2.1), (2.2), (2.3). 

Let us now assume that for the interface conditions (2.2) the assumption (1.24) 
is not satisfied, i.e. N(N y) + {0} for somej = 1,..., k. In this case, to the interface 
problem (2.1), (2.2) there is a variety of generalized linear differential equations of 
the form 

(2.15) dx = d[A]x + d(f + h) 
k 

where h(t) = X z 1 ^ o ( 0 ' te[®> *] a n c * zje^(Nj\ j = l,>-,k are arbitrary. In 
1=i 

this case every solution of the interface problem (2.1), (2.2) is also a solution of an 
equation of the form (2A5) (see Theorem 1.2). 

This leads to 

2.3. Theorem. Assume that the interface conditions (2.2) satisfy (13) and (1.14). 
Then the boundary value problem (2.1), (2.2), (2.3) has a solution if and only if there 
exist Zj E N(Ny), j = 1, ..., k such that 

(2.16) f \*(t) g(t) dt + £ y*(r,.) (dj + zj) = A*r 
J o j=l 

for any solution (y, A) 0f the homogeneous problem (2.9), (2.10) with the boundary 
conditions (2.12). 
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Remark. A similar result can be derived if the nonparametric adjoint problem 
(2.9), (2.10), (2.14) is used (see Theorem 2.2). The authors in [5] use a different ap
proach to adjoint equations for the generalized linear differential equation (2.4). 
The adjoint problem to (21), (2.2), (2.3) in the sense of [5] has the form (see Remark 
3.9 in [5]) 

(2.17) dz + d[A*z] - A d[z] = 0 

(2.18) z(0) = -M*A, z(l) = N*A 

where (2.17) stands for the equation 

(2.19) z(t) - z(s) + A*(r) z(t) - A*(s) z(s) - j A*(r) dzfr) = 0 

which has to be satisfied for every s, t e [0,1] provided z : [0, 1] -> Rn is a solution 
of (2.17). 

It can be shown by integration by parts that 

|A*(r)d[z(r)] = - |d[A*(r)] z(r) + A*(t)z(t) - A*(s)z(s) - £ A+A(T)A+Z(T) 
j S j S S<;X<t 

for every solution z : [0, 1] -> Rn and any s, t e [0, 1]. Hence (2.19) implies 

z(t) - z(s) + |d[A*(r)] z(r) + £ A*A*(T) A+Z(T) = 0 
JS S<;t<t 

for all s, t € [0, 1]. Hence we have in our case 

z(t) = z(s) - f d[A*(r)] z(r) = z(s) - [F*(r) z(r) dr 

for any s,te (tj-i, t}) and the solution of (2.17) satisfies the differential equation 

i=-F*(t)z 

a.e. in [0, 1]. Moreover, the solution z is left continuous in [0,1] and 

z(s + d) = z(s) - fS+<id[A*(r)] z(f) - £ A+A(r) A+Z(T) 
Js S<;T<S + <5 

for every s e [0, 1) and d > 0 such that s + 5 ^ 1. Passing to the limit 5 -» 0+ we get 

z(s+) = z(s) - A+A*(s)z(s) - A+A*(s) A+z(s) = z(s) - A+A*(s)z(s+). 

Hence *(s+) = z(s) for s e [0, 1), s =f= tj9 j = 1,. . . , fc'and 

z(f,) = (/ + A+A*(tj))z(tj+) = O; z(r,+) 

for all j = 1,. . . , k. 
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This implies that the equation (2.17) is equivalent to the interface problem 

z = -F*(t)z9 

z(tj) - D* z(tj+) = 0, I = l , . . . ,k . 

If we compare this problem with the problem (2.9), (2.10) then we can observe 
that the only difference is the fact that in the former case the solution is assumed to 
be left continuous while in the latter one it is right continuous. The solvability condi
tions given by Theorem 2.3 remain the same (see Remark 3.9 in [5]). 

In [5] the authors derive also Green's function for boundary value problems of the 
form (2.4), (2.3). Using the results from [5] we obtain the following result. 

Let X(t): [0, 1] -> L(Rn) be the fundamental matrix satisfying the matrix equation 

X ( í ) = / + fd[/t(r)]X(r), í є [ 0 , l ] . 

Assume that m = n and det D 4= 0 where 

D = M X(0) + N X(l) . 

Then for any g, Mj9 Nj9cj9 j = 1, ..., k and r e Rn the boundary value problem 
(2.1), (2.2), (2.3) possesses a unique solution x : [0, 1] -» Rn and this solution is given 
by 

(2.20) x(t) = X(r) D" ^ + \\[G(t9 s)] f(s) on [0, 1] 

where 

(2 21) Git s) - I" X W °'lM X® X~^ ' ° = S < ' = l ' 

is the corresponding Green's function. 

Example. Let y(t) denote the bending of a beam fixed at the endpoints, let h(t) 
stand for the (piecewise continuous) load and let q be a point load in- the middle of 
the beam. The problem of determining y(t) can be described as follows. 

Find solutions of the equation 

(2.22) yW(t) = h(t), re [0,1], heL(0,l) 

which possess continuous derivatives up to the order 3 on [0, 1] — {i} and satisfy 
the conditions 

(2.23) y( i+) = J < i - ) , # * + ) - - j > ( i - ) , ?(*+)=.?(*-) . 

lv(i+) = ?(*-) + q 
and 

(2.24) y(0) = y(0) = y{l) = y(l) = 0, 
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By means of the transformation xt = y9 x2 = y, x3 = y, x4 = y the problem 
(2.22), (2.23), (2.24) can be written in the form of the system 

(2.25) 

(2.26) 

(2.27) 

where 

x = Ғx + g, 

*((*)-) - *((*)+) = e. 

M x(0) + N x(l) = 0 

Ғ = 

0, 1, 0, 0 
0, 0, 1, 0 
0, 0, 0, 1 
0, 0, 0, 0 

i(') 

" 0 " "o" 
0 
0 , c l = 

0 
0 

, м = 

м ß_ 

1, 0, 0, 0 
0, 1, 0, 0 
0, 0, 0, 0 
0, 0, 0, 0 

N 

0, 0, 0, 0 
0, 0, 0, 0 
1, 0, 0, 0 
0, 1, 0, 0 

This is a boundary value problem for an interface problem of the form considered in 
this paper. The interface condition (2.26) can be written in the form 

Mt x(i) - ) + N t x((i) +) = c, 

where Mt = — N t = J e L(R4). Hence if we set Dt = J, we have VW, + NtDt — 0. 
Moreover, N1d1 = — dt = c1,i.e.d1 = —cx. The fundamental matrix for the gener
alized linear differential equation corresponding to the interface problem given 
above is of the form 

~1, U \t\ 
0, 1, t, 
o, o, 
o, o, 

Щ = e» = 
1, 
0, 

, i t 3 

ł t 2 

t 
1 

í є [ 0 , l ] . 

Further, it is easy to evaluate 

D = M X(0) + N X(l) = 

1, 0, 0, 0 
0, 1, 0, 0 
1,1, ł , ł 
0, 1, 1, i 

and det 0 = ^ 4 = 0. Hence we can construct Green's function as was described 
in the previous part of this section. It is a matter of routine to evaluate 

D 1 = 

1, 0, 0, 0 
0, 1, 0, 0 

-6, - 4 , 6, - 2 
12, 6, -12, 6 
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A straightforward multiplication of matrices makes it possible to determine Green's 
function G(t, s) for the boundary value problem (see (2.21)) and to write 

(2.28) x(t)=j1ds[G(t,s)-]f(s) 

for the solution. Since the solution y of the original problem (2.22), (2.23), (2.24) 
satisfies y(t) -= Xj(f), we need to know only the first component of the vector x(t) 
on the right hand side of (2.28). Since only the fourth component of f is different 
from zero we get 

y(0 = ^i(0 = £ds[G14(t,s)]f4(s) 

where G14 is the element in the first row and the fourth column of G(f, s). The deter
mination of Green's function by (2.21) gives in our situation 

G14(*, s) = s3/6 - s3*2/2 + s3t3/3 - s2*/2 + s2t2 - s2f3/2 
for 0 = s < t S 1 , 

G14(t, s) = -*2s3/2 + t2s2 - *2s/2 + t3s3/3 - *3s2/2 + t3j6 
for 0 = t ^ s S 1 • 

Further we have 

y(t) = j \ [G 1 4 ( f , s)] /4(s) = - j \ 4 ( f , s) d/4(s) + Gl4(t, 1) /4(1) -

- G14(t, 0)/4(0) = 

= - P M * . s) d (Ph(t) dT - q tf/2(s)) + G14(t, 1) ( Ph(T) dT - q) = 

= - J Gjt, s) h(s) ds + G14(t, i)q- G14(t, 1) q + G14(t, 1) | h(r) dt = 

= - G14(t, s) h(s) ds + G14(t, i) q 

where the integration-by-parts formula for Perron-Stieltjes integrals is used and the 
equality G14(t, 1) = 0 is taken into account. Substituting into this formula, we get 
the following explicit expression for the solution of the problem (2.22), (2.23), (2.24), 
f e [ 0 , l ] : 

y(t) = (-f3/3 + (2/2 - 1/6) f s 3 h(s)ds + (*3/2 - t2 + tj2) f's2 h(s)ds + 

+ (-f3/3 + f2/2) Ps3 h(s) ds + (<3/3 - t2) Ps2 h(s) ds + (<2/2) f's h(s)ds -

-(t3l6)\\(s)ds + K(t)q 

where 
J_*2 j . 1*3 

U 8 8 ^ I 6 l 12* 

for tйł, 
3 for ř > i . 
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