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SVAZEK 100 * PRAHA 22. 8. 1975 * CISLO 3

ON THE TIMOSHENKO TYPE EQUATIONS

MIroSLAV Sova, Praha

(Received January 7, 1972)

In this paper, we shall investigate the correctness of the following initial value
problem:

(T) w'(t) + (@A + B)u"(t) + (a4 + bA'? + Ju(t) =0,
u(0,) =u'(0,)=u"(0,)=0, u"(0,)=x,

where t is positive time, x and u(t) are elements of a Hilbert space H, A is a nonzero,
nonnegative, selfadjoint operator in H and a, B, a, b, c are real constants.

PRELIMINARIES

Let R denote the real and C the complex number fields.

We shall write in the sequel: £'/2 is the nonnegative root of ¢ = 0 and ¢!/2 =
= i[¢]!/2 for & < 0.

Further, let sign £ = 1 for £ = 0 andsigné = —1for & < 0.

Lemma 1. Let ¢ € (0, ) — R. If
(1) the function ¢ is continuous on (0, ) and bounded on (0, 1),
(2) there exists a nondecreasing function Y € (0, ©) — R such that for every

te (0, o),
t
o0 = 400 [ To(o) ¢,
0
then ¢ is identically zero.

BASIC NOTIONS

We shall denote by H a fixed Hilbert space over C.
We suppose that there are given
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(A) a nonzero nonnegative selfadjoint operator A from H into H,
(B) constants a, b, c, a, f€ R.

All the following definitions and results are related to these fixed data.

Lemma 2. If P is an orthogonal projector such that AP is bounded and PA < Ap
then

H

(1) AP is a nonnegative selfadjoint operator,
(2) AY2P is bounded,

(3) A'/2P is a nonnegative selfadjoint operator,
(4) A'2P 2 PA'?,

(5) 4'72P = (AP)'/.

Lemma 3. If & is the spectral resolution of the operator A, then for every o > 0:
(1) (<0, &)) is an orthogonal projector,
(2) A&(<0, @) is a bounded operator,
(3) 6(<0, a)) A = A&(K0, x)).

Lemma 4. If & is the spectral resolution of the operator A, then for every x e H,
é’(((), a)) X = x.
A function u € (0, ) - H will be called a solution of the Timoshenko type equa-
tion if
(I) u is four-times continuously differentiable on (0, ),
(I1) u™ is bounded on (0, 1),
(1) u(t) e D(A), u’(t) € D(A'/?) for every te (0, o),
(Iv) u™(t) + (24" + B)u’(f) + (a4 + bA'? + c)u(r) = 0 for every te (0, ).

Remark 1. More precisely, we should speak about “Timoshenko type equation,
generated by the operator A”. Nonetheless, since the operator A4 is supposed to be
fixed, we shall omit the latter part of this term.

Remark 2. It is not difficult to establish that the above notion of the Timoshenko
type equation includes some operator variants of the equation of transverse vibra-
tions of the beam, discovered in 1916 by S. P. TiMosHENKO (cf. [1], p. 338):

Useee — aung{ + ﬂu“ + augggc - bu“ +cu=0

with appropriate boundary conditions at the end of the beam.

The coefficients a, b, ¢, a, B are interpreted in terms of certain physical constants
of the material of beam.
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The analogous equation for transverse vibrations of plates was discovered by
UFLIAND (cf. [2], [3]) and its operator variants may be also included in our abstract
model. -

The same is true for the Mindlin-Hermann equation of longitudinal vibrations of
a rod (see [4], p. 488 and 481).

All these equations, which are of order four in the time variable, take into account
some mechanical phenomena (e.g. rotary inertia and shear deflection in the case of
transverse vibrations) which were neglected in classical models.

Proposition 1. If u is a solution of the Timoshenko type equation, then u(0+),
u'(0,), u"(0.+) and u”(0,) exist.

Proposition 2. If u is a solution of the Timoshenko type equation and P an ortho-
gonal projector such that AP is bounded and PA < AP, then the function Pu is
also a solution of the Timoshenko type equation.

Proof. It is easy to verify the properties (I)—(IV) from the definition of solution.

A solution u of the Timoshenko type equation will be called Duhamel solution of
this equation if u(0,) = w'(0,) = u"(0,) = 0.

A Duhamel solution of the Timoshenko type equation will be called a null solution
of this equation if u”(0,) = 0.

Proposition 3. If u is a Duhamel (null) solution of the Timoshenko type equation

and P an orthogonal projector such that AP is bounded and PA < AP, then the
function Pu is also a Duhamel (null) solution of the Timoshenko type equation.

Proof. Immediate consequence of Proposition 2.

UNIQUENESS FOR TIMOSHENKO TYPE EQUATION

Lemma 5. Let z €(0, 00) » H. If the function z is continuously differentiable
on (0, ), 2’ is bounded on (0, 1) and z(0,) = O, then for every t € (0, )

(1) Re [ <o), #(p de = 4|0
@) [N @ e s [l e
Proof. To prove (1), we write
Re [ o) 2 e = 4 [ LI e = 4la0O)
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Using Lemma 4, we obtain (2) in the following way

| T 1) e = [ @

= [([lzonae) 1z o -
[ 2 ([le@teeyer = o[ [t o] =

t (e
<3 [lFore.

t

()] ¢« <

]

We shall say that the Timoshenko type equation is definite if every null solution
of the Timoshenko type equation is identically zero.

Theorem 1. The Timoshenko type equation is always definite.

Proof. We shall proceed indirectly.
Hence we suppose that
(1) there exists a null solution u of the Timoshenko type equation and a point
to €(0, o0) so that u(t,) = 0.
Let & be the spectral resolution of the operator A.
Using (1), we obtain from Lemma 4 that
(2) there exists an « > 0 so that &(0, &) u(t,) + 0.
For the sake of simplicity we shall write

(3) P = &(0, ).
Then by (2) and (3)
) : Pu(ty) + 0.
Let us now denote
(5) uo(t) = Pu(t) for te(0, ).
By (4) and (5), we have
(6) uo(to) + 0.
Using (3)—(5), we obtain by means of Lemmas 2 and 3 that
™ uo is four times continuously differentiable on (0, «),
(8) ug' is bounded on (0, 1),
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©) () + (4P + B ui(t) + (a(AP) + b(APY* + c)uoft) = 0,

(10) uo(0,) = up(0,) = uj(0,) = uZ(0,) = 0.

"

Multiplying (9) scalarly by ug, we obtain

(11) ug'(0), ug(t)> + (A(AP)'"* + B) ug(t), ug(t)y +
+ {(a(AP) + b(AP)"* + ) uy(t), ug(r)y =0 forevery te (0, ).

In virtue of (3) and of Lemmas 2 and 3 we can define

(12) K = max (|a(4P) + b(AP)'* + c|, |«(4P)'* + B]).

Using (11) and (12), we obtain

(13)

J <ug'(z), ug(z)) de
0

+ J.; luo(®)] llug(x)] dr] for every te(0, o).

On the other hand, by Lemma 5, we have for every 1 € (0, )

(14 Re [ ). ) de = O]
(13 J JeaeN s = 5 [ s ae,
(19 j o)) (e} 0= =

u)(e) do do|| [us()] dr <

”n, t ' nm
<r j s ] de 5 % [ Jus @) e
0o 0

It follows from (13)—(16) that
(17) Jlus@]* = K(t + ) f Jug(@))* dr .

By Lemma 1, it follows from (17) that
(18) ug(t) = 0 forevery te(0, ).

But (10) and (18) give immediately

(19) uo(t) = 0 for every te(0, o).

<K [ [ T sy a +
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The contradiction between (6) and (19) implies that (1) cannot hold and hence the
proof is complete.

FOURIER FUNCTION OF TIMOSHENKO TYPE EQUATION

A function m € (0, ) x <0, o) — C will be called the Fourier function of the
Timoshenko type equation if

(M m(-, s) is four times differentiable on (0, o) for every s € €0, o),

) modts) + @7 + B malty ) + (as + b5 + ) m(t;5) = 0
for every te(0, ) and se <0, o),

(mm . m(0,,s) = m(0,,5) = m,(0,,5) =0, m,(0,,s)=1

for every se (0, ).
Proposition 4. The Fourier function of the Timoshenko type equation always
exists and is unique.
Proof follows from the theory of ordinary differential equations.

Let us denote for s € 0, )

1/2 1/2 2 1/2
py o(s) = — % 2+ b + [(as 2+ ﬂ) — (as + bs'’? + c)] .

Lemma 6. For every s e {0, ), Hi; »(s) are all possible roots of the polynomial

p? + (as'? + B)u + (as + bs'?> + ¢) = 0.

Lemma 7. For every s € €0, ©)

(1) pi(s) + ma(s) = —(as'? + B),
() pi(s) — pa(s) = [(«® - 4a)s + 2(ap — 2b)s'/* + (B> — 4c)]'2.

Lemma 8. For s € <0, o)
i1 ,2(5)| < (1 + [al + (b + [e] + [of + [B) (1 + 5'72).

Proof. We have for s.€ <0, ©)

1/2 2 1/2
I#l.,z(s)l < M + [(|a s 2+ |ﬂ|> + |a{ s + lbl s2 4 M]

IIA

1/2
< o 31/22+ B N [a s 2+ lﬂ| + (lals + |b] s/ + |c|)”2] <
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< lo] s + |B] + (|a| s + [B] 52 + [¢])2 <
S (|of + 1) (1 + s*2) + (Ja] + [B] + [ (1 + 5)'/% £
< (o + 18D (1 +5"2) (1 + [a] + [B] + [ef) (1 + 5*72).

Let us denote for s € €0, o)

1(9) = 5375 TR w6 + (Im py a1 + Re sy ()17 +

+ }&n%%ﬂ {[(Re py 2(5))* + (Im g o(5))*]'/* — Re 1‘1.2(5)}”2 ’
23,4(5) = —215(5) -

Lemma 9. For every s € {0, ), 4, , 3 4(s) are all possible roots of the polynomia
2* + (as'? + B) A2 + (as + bs'? +¢) = 0.
Proof. A consequence of Lemma 6 by virtue of the formula

. 1 isign b 2
a+ib = (i {51/—2 [(a® + b¥)'2 + a]'7% + iz [(a* + b*)'* - a]"z}) .

Lemma 10. For every s € 0, o), Re 4; ,(s) = 0.
Lemma 11. For every s € {0, o), 4 ,(s)* = py (s).

Lemma 12. For every s € {0, oo)',
2020 S (1 + la] + (5] + [d] + o] + [B) (1 + 574

Proof. From Lemma 11, we have |4, ,(s)| = Iul;z(s)l”2 and it suffices to apply
Lemma 8.

Lemma 13. If m is the Fourier function of the Timoshenko type equation, then
for every te (0, ) and s € 0, )

O 9= [(] om0 de [coh () o) ao) e,

@ w9 = [ oo (1) ¢ - ) ( [Lcomh (s0) o) a) =
- J:(J:_tcosh (3a(s) @) da) cosh (A(s) 7) dt ,

G ) = [ cosh (129 ¢ = 9) cosh (1))
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(4 mut,s) = A(s) I;sinh (A44(s) (z = 7)) cosh (A5(s) ) dt + cosh (1,(s) 1),
s) mant, ) = Aa(s)? j o'cosh (14(5) (¢ = 7)) cosh (Ay(s) 7) e +
+ A,(s) sinh (A5(s) 1) ,
©  muts) = 1= Ay(5) J inh (24(9) (¢ = ) cosh (4a(5) ) ¢ +
+ Ay(s) j'(:sinh (A2(s) 7) dr.
Proof. Let us denote for ¢ € (0, 0) and s € 0, )

() n(t,s) = J' 0( 'f ;—ccosh (ha(s) o) do J;cosh (3a(s) 0) da) dr.

We obtain easily that for ¢ € (0, c0) and s € €0, ©)

() nt, ) = J:[cosh (W) (t = ) j cosh (1) ) do] ar,

0 o) = ll(s)J:[sinh ) (¢ - 7)) f eosh (1(5)) da] d +
+ j (:cosh (3a(s) 7) d =
- zl(s)ZI;( f ;_'cosh (ha(s) o) do J:cosh (3a(s) 0) da) dr + j (:cosh (3a(s) 7) de =
= 10 ot ) + [ cosh () ) o,

(10 et ) = (5 mlt 5) + cosh (05 )
(11) s ) = M5 s ) + 1a(5) sinh (1a(5) 1) =

= B9 )+ A0 [ cosh 19 9 e + 16) i (526 ) =

B () + (G + ) [ cosm 95y 0.

It follows immediately from (1)—(5) that

(12)  n(-, s) is four times differentiable on (0, o) for every s e (0, ).
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By Lemma 9 we have

(13)  Ai(s)* + (as'’* + B) A4(s)* + (as + bs'/? + ¢) = O for every s € <0, ).

By Lemmas 7 and 11 we have

(14) Ay(s)? + Ay(s)* + as'’? + =0 forevery se(0, ).
Now it follows from (7), (9), (11), (13) and (14) that
(15) Nt s) + (as/? + B) ny(t, s) + (as + bs'/? + ¢)n(t, s) =

= [A4(s)* + (as'/® + B) A(a)* + (as + bs'/? + c)] n(t, 5) +
+ [A4(s)* + A5(s)* + as'/? + f] J';cosh (Ax(s)7)dr =0

for every te(0, 0) and se<0, ).
Finally, we see from (7)—(10) that
(16) n(04,s) = n(0,,s) = n,(0,,5) =0,
n,(04,s) =1 forevery se<0, ).

We obtain easily from (12), (13) and (15), (16) by means of Proposition 4 that
m = n and then the statement of our Lemma follows from (7)—(11).

Proposition 5. If m is the Fourier function of the Timoshenko type equation, then
the functions m, m, m,, m,, and'm,,, are continuous and bounded on (0, T) X
x <0, S) for every Te (0, ) and S € €0, ®).

Proof. Immediately from Lemma 13 in view of the definition of functions 4, ; 3 4.

Proposition 6. Let m be the Fourier function of the Timoshenko type equation,

s €0, ©) and let x be a nonnegative constant. If Re A, 5(s) < x, then for every
te (0, )

(1) [m(t,s)] = ge’“ ,

@ In@s) st

?3) [m,(t,s)] < te*,

@ 9] S (el + [ e+ o] + ) (1 + 5 e e,
5 (Mot )| < (1 4+ |a| + b + |e| + o] + |B])? (1 + s'/#)* te** +

+ (L + |a| + |B] + || + |of + [B)) (1 + s*7*) e,
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©)  [mudt,s) = 1] < 21 + [a] +[b] + |e] + Jaf +[B]) (1 + 5'4) s

Proof. By means of Lemmas 11—13.

Lemma 14. If m is the Fourier function of the Timoshenko type equation, then
for every te (0, ) and s € €0, ) '

(44(5)* = 25(s)*) m(t, 5) =
- f “cosh (1) ) d - f “cosh (1a(s) 7 .

Proof. Let us denote for t € (0, ) and s € <0, o)
O - n(t,s) = j o'cosh (4(s) 1) dr — f o'cosh (ha(s) 7) dr .

We obtain easily that for ¢ € (0, o) and s € <0, o)
(@) nlts) = cosh (1)) — cosh (1) )
B mult9) = A)sinh (409 ) — dals) sinh (1) ) =

— L) f o'cogh (1a(5) ©) dr — 25(s)? f (:cosh (hals) ©)
4 M, 5) = A4(s)* cosh (Ay(s) 1) — A(s)? cosh (A(s) 1),
&) Muaedt, ) = A4(s)* sinh (A4(s) 1) — A5(s)* sinh (4,(s) 1) =
pAY f cosh (1(s) ) d — 1(s)" J' “cosh (1(5) ) dr

It follows immediately from (1)—(5) that

(6)  n(-,s) is four times differentiable on (0, ) for every s & {0, o).

By Lemma 9 we have
©) Aa(s)* + (as'’? + B) A12(s)* + (as + bs/2 + ¢) = 0

for every se (0, o).
Now it follows from (1), (3), (5) and (7) that
®) Rty 5) + (as'/? + B) mu(t, ) + (as + bs'? + ¢) n(t, s) =

= [(A4(s)* + (askxlz + B) Ay(s)* + (as‘ + bs'/? 4 ()] J:cosh A(s)tdr +
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t
+ [A2(s)* + (as*? + B) A,(s)*> + (as + bs'/* + c)]J- cosh A,(s)tdr =0
]
for every te(0, ©) and se<0, ).
Finally, we see from (1)—(4) that

(9) n(0,,s) = n0,,s) = n,(0,,5) =0,
(04, 5) = A4(s)? — A5(s)* for every se<0, o0).
We obtain easily from (6), (7) and (8), (9) that n(t, s) = (A,(s)*> — A,(s)?) m(t, s)

for every t € (0, 00) and s € <0, o) and the statement of our Lemma follows from (1).

Proposition 7. Let m be the Fourier function of the Timoshenko type equation,
s € (0, o0), x a nonnegative and q a positive constant. If

Re Alz(s) § x, |}~1(5)2 _ Az(s)Zl z qsl/z ,
then for every te (0, o)

21,
(1) lM(t, S)I s ;;—”—zte 4 ,

(@) |mfts)| =2e,
(B) |mdts) = 20 + |a| + |6] + || + |of + [B]) 1 (1 + _12) o

q st/4 1/
@ |mns) <20+ 1a+ 1ol 4‘; le| + || + |B])? (1 N S% )’e,,’
) [mut, 5)] < 2(1 + |a| + |b] 4“1]4 + o] + [B]) 1/ (1 4 ;},;)38’"’
©) |muts)—1] < 2(1 + |a| + |b] '*"IM + |of + [B])° S/ (1 + s%)ate’“.

Proof. By Lemma 14, we obtain for t € (0, )

@) mts) = [ = A(s)] j;cosh a(s) 7 dr — J:cosh 2(s) 7 de,

®)  mit9) = [h() - (7] cosh 4(s) t — cosh (s) 1,

©)  mults) = [P = A1 [Aa() sinh 4(s) = 4,05 sinh 4s() 1]

(10) ity 5) = D) = 2205217 [hu(5) cosh (14(5) 1) — 22(5)* cosh (1(5) ],
(1) Mt ) = DA = 2406717 Th(s) sinh (446) ) = 3:(5) sinh (35(6) )] -
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(12)  mu(t,s) = 1 = [A(s)? = Aa(s)*]™" [Aa(s)? cosh (y(s) 1) — Ay(s)? —
— 25(s)? cosh (Ay(s) 1) + Ay(s)?] =

= DA AT [ 46 [ s (1) 9 = 29  sinh (1) 9 0.

By means of Lemmas 10 and 12, we obtain from the identities (7)—(12) that for
every te (0, o)

2 2

13 m(t,s)| S ot < = ——te*,

( ) l ( )l ll(s) _ /1 (S)Z q 1/2

(14)  |mft,s)| = 2¢*,
my(s)] < 2 J2OLF 12O o
(15) I ‘t(t’ )I l'll(s) -2 (S)ZI =

2(1 + la| + b + [ef + o] + [B) 1+ 5" L _

q s1/2
_ 2Lk ol [+ e e+ [B) Ly L e
- q si/4 sl/4 >

) + |40 o <
|41(s)* = Za(s)?| B
A1+ |a + [b] + e + [of + [B])* (1 + s")*
qsllz
_ 21+ af + [b] + [e] + [o] + [B))? (1+ )
q sl/4 ’

(16)  |mult, 9)|

IIA

A

(A7) |mut, 5)| < < MOP + [0 o -

A = AP © T
< XUt o B+ [ef + [o] + [B)° (1 + 57

qs1/2
=’"‘+'“'+lbl+Icl+l«|+|ﬂ|>3sl,4(1+_l_)3ex,
1/4 s
9 N
3
18)  [mot,s) — 1] < HOL + LGP,

(P = 2P| =
< AL+ o +[b] + || + |of + [B])* (1 + i.)stext
= 1/4 :
q s
But (13)—(18) are in fact the desired estimates (1)—(6).
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Proposition 8. Let m be the Fourier function of the Timoshenko type equation
and & the spectral resolution of the operator A. For every x € H and K € €0, o),
the function u e R* — H defined for te (0, ) by

1) u(t) = f :m(t, 0) &(do) x

is a Duhamel solution of the Timoshenko type equation such that

(2 u"(0,) = 6(0,K)) x .
Proof. An immediate consequence of Proposition 5 by means of operational

calculus.

Proposition 9. Let m be the Fourier function of the Timoshenko type equation
and & the spectral resolution of the operator A. If u is a Duhamel solution of the
Timoshenko type equation, then

K
u(t) = lim J' m)t, ¢) &(da) u"(0.,)
K-w JO

for every te (0, ) and je{0,1,2,3,4}.

Proof. Let u be an arbitrary Duhamel solution of the Timoshenko type equation.
We define

(1) ug(t) = 6(0,K) u(t) forevery te(0,00) and K 20.
It follows from Lemma 3 and Proposition 3 that

(2) for every K = 0, uy is a Duhamel solution of the Timoshenko type equation
such that ug(0,) = &(<0, K>) u”(0.).

Further, by Lemma 4

(3) u(1) 52> uY(t) forevery te(0,0) and je {0,1,2,3,4}.
In virtue of Proposition S we can define

@ () = ij(t, ) &(do) u"(0,) forevery te(0,0) and K 2>0.

By Proposition 8

(5) for every K = 0, vg is a Duhamel solution of the Timoshenko type equation
such that vg(0,) = &(<0, K))u"(0.).

By Theorem 1, we obtain from (2) and (5)
(6) uy =vg forevery K20.

Our statement follows from (3), (4) and (6)
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EXISTENCE AND GROWTH PROPERTIES OF TIMOSHENKO TYPE EQUATION

We shall say that the Timoshenko type equation is extensive if there exists a dense
subset Z = H such that for every x € Z there exists a Duhamel solution u of the

Timoshenko type equation for which u”(0,) = x.

Theorem 2. The Timoshenko type equation is always extensive.

Proof. Let us denote by & the spectral resolution of the operator A.
=]
Now we have Z, = &(€0, k) (H) for every ke {1,2,...}and Z = | Z,.
k=1
It is easy to see from the properties of the function & that

(1) Z is a dense subset of H .

Let now x € Z. Then there exists a k € {1, 2, ...} so that x € Z,. Now let us define
for te R*

k
u(t) = j m(t, o) £(do) x .
]
Since & (0, k)) x = x, it follows from Proposition 8 that
(2) uisaDuhamel solution of the Timoshenko type equation such that u”(0,) = x.

Our Theorem follows from (1) and (2).

We shall say that the Timoshenko type equation is exponential if there exist two
nonnegative constants M, w such that for every Duhamel solution u of the Timo-

shenko type equation, there is for every ¢ € (0, c0)

lu()] = Me[u"(04)] -

Theorem 3. If the operator A is bounded, then the Timoshenko type equation is
always exponential.

Proof. Immediate consequence of Proposition 6.

Lemma 15. If m is the Fourier function of the Timoshenko type equation, then
for every te (0, o) and s e <0, )

tft
m(t, s) + (as? + B) f _[ ‘m(a, ) dor dt +
0Jo
t T (f¢ e t3
+(as+bs‘/2+c)fJ.fJ‘m(r/,s)dndgdadr=—.
0/0J0J0 6
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Proof follows immediately from the properties of the Fourier function by integra-
ting four times the determining equation.

Lemma 16. Let m be the Fourier function of the Timoshenko type equation,
s € {0, o0) and let w be a nonnegative constant. If the function e"‘"m(t, s) is bounded
on (0, ), then Re A; ; 3 4(s) < w.

Proof. We have by our hypothesis:
(1) there exists a constant ¢ such that for every ¢t € (0, o) and 1 e C
Ie'-ltm(t’ s)l < ce(@~Reljt.

Using (1), we obtain by integrating by parts in the equation of Lemma 15
(2 A“J. e *'m(t, s)dr + (as'/? + B) lZJ. e *m(z, s)dt +
0 0

@©
+ (as + bs'/? + c)J e *m(t, s)dr =1
0
for every Re 4 > w.

We can rewrite (2) as follows
(3) [A* + (as'* + B) A2 + (as + bs'/? + c)]‘[me_“m(r, s)de =1
o

for every Re 4 > w.

Now the statement of our Lemma follows immediately from (3) by means of
Lemma 9.

Proposition 10. Let m be the Fourier function of the Timoshenko type equation.
If there exist an unbounded subset S < {0, ©) and a nonnegative constant w
so that the function e~ “'m(t, s) is bounded for every s€ S, then a 2 0, « 2 0 and

2
o = 4a.

Proof. Let us denote

a | («® — 4a)'?
! =—-—t—".
( ) 91,2 5 2
We see from the definition of 4,2 that
(2) lﬂﬁ'(:?‘)—’ql,z (S—’w).

2
sl/

231




On the other hand, from the formulas for 4, , we have
3 Re )'l ,z(s) _ 1 Re #‘yz(s) 2 Im Hy ,z(s) 27L/2 Re ,ulyz(s) 1/2
( ) siie - ﬁ si/2 + 5172 + s1/2

for every s € (0, ).

Consequently, (2) and (3) imply

Re A, ,(s 1
@ ReAal) L ([Req )t + (m gy fT7 + Regiz}2 s o).

On the other hand, we have by Lemma 16

5 - Re Ay 234(s) S w forevery seS.
It follows from (4) and (5) that

©) [(Re g, ,)* + (Im q,,5)*]""* + Regy , 0.
Now it is clear from (6) that

(7) Img,,=0.
But (1) and (7) imply

(8) a? = 4a.

On the other hand, (6) and (7) give |Re g, | + Re g, , < 0 which is possible if
and only if

(9) Regq;, 0.
By (1) and (8), Re q1,, = 4> and hence (9) implies
(10) 4,2, =0.
But from (1) and (10) we obtain
(11) (o — 4a)'” _«
2 T2

It is immediate from (8) and (11) that
(12) ‘ x20.

However, (8) and (11) give #(a® — 4a) < 1«® which implies
(13) az0.

The Proposition is proved by (8), (12) and (13).
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Lemma 17. If a > 0, « = 0 and «® = 4a, then there exists a nonnegative con-
stant x such that Re Ay 5 3 4(s) < x for every s € {0, o).

Proof. Since by hypothesis a > 0, &« > 0, find an 5 € €0, oo) so that
(1) as'? + >0 for s=35,
() as + bs'? + ¢ 20 for s=5.

Let us now suppose that one of the following conditions holds:

(3) oa? > 4a,
(4) o> =4da, off >2b,
(5) . o =da, af =2b, B2 4c.

It follows easily from (3)—(5) that there exists an s, = § so that
(6) («® — 4a)s + 2(ep — 2b) s> + B2 —4c >0 for s=s,.

Now we obtain from (2) and (6) that

(7) 0= (Mf— (as + bs'? 4+ ¢) < (w)z
= 2 = 2

for every s = s,.
Using (1) and (7) we have

(8) p2() 20 for s=s,.
But (8) gives immediately

©) Re 11,,2,3,4(3) ~0 for s=s5,.
Now by (3), (4), (5) and (9)

(10) if one of the conditions (3), (4): (3) is fulfilled, then there exists an s, € <0, o)
so that Re A; 5 3 4(s) = 0 fors 2 5,

Further let
(11) w*=4a, 9B <2p, B <d4c.

In this case obviously

1/2 2 2 _
(12) (°_‘S_2_+_”)-(as+bs“’+c)=ﬁ_44f<o for 520,
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We obtain easily from (12) that

as'’? + B

(13) Repg,(s) = — s Imp,(s) = +(4c — B)*'* for s20.

Using (1), (2), (13) we obtain that for s 2 5,

(14)  Red ,(s) = 511_/5 {[(ﬂ:ﬁ)z_'. 4o - ﬂz)]”z— ast/? + _g}l/2=

2 2
asl/z + ﬁ 2 asl/z + ﬂ 2 1/2
- + (4c — p?) —
T [ At Gl
T 512 172 2 1/2 1/2 -
OB 4 ge — gy | B
2 2
— B2 1/2
L as'’/?2 + B\? et 172 g5tz 4 B
=212 H[—=) +(4c - )| +—-—
2 2
It follows easily from (11) and (14) that
dc — B2)I/4 )
(15) 0 < Redy,(s) < g—-zlﬁ—) for s 5.
Further we obtain from (15)
de — B2)/2 i
(16) Re s 53.4(5) = (-—2”#) for s>5.

Using (11) and (16) we can state that

(17) if the condition (11) si fulfilled, then there exists an s, € 0, 0) so that
(4c _ ﬂ2)1/4

Re 4y 3,3,4(5) = 512

for s = s,.
Finally, let
(18) o =4a, af <2b.
In the case (18) we can choose an sgo = § so‘that
1 2ap — 2b)s'* + (B* ~— 4c) <0 for s = s40.
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It follows from (19) that
1/2 +
(20)  Repya(s) = — °Ls~2—_ﬁ, Im iy (s) =

= + [2(2b - ocﬂ) s1/2 + (40 _ ﬂz)]1/2 ‘o
B 2

I S22 Sop-

We obtain from (20)

(21) Re 2, 5(s) = 1 {[(asllz + ﬁ>2+ 22b — af)s'’? + (4c — ﬂz)],,z_

21/2

2 4
asl/z + ﬂ 1/2
- __2__} -
_ 1 {(azs + 4bs'? + 4)'? as'? 4 ﬂ}”’_
2172 2 2

= 3{(«®s + 4bs'/? + 4c)'* — (as'/? + B)}'/* for s 2 Sgo-
We have on the one hand
(22) as'’? + B >0 for s 2= sq.
On the other hand, writing
as + 4bs'’? + 4c = o%s + 20Bs'/* + B* + [2(2b — aB)s'? + (4c — BY)] =
= fas'’? + B)* = [2(xB — 2b)s'/% + (B* — 4c)]
we obtain from (19) that .
(23) a’s + 4bs'’? + 4¢c > 0 for s = 540 .
Using (21), (22) and (23) we obtain

_ 12 _ g2 1/2
(24) Re 41 5(s) = 1 2(2b — af) s'/% + (4c — B?)
’ 2 {(o®s + 4bs'/? + 4¢)'/* + as'/? + B

for s 2 sgo -
It follows from (24) that

_ 12
(25) L Redg) -1 (Q”_a_i@) (s > ).
It is clear from (18) and (25) that there exists an s, € <0, ) so that
. _ 1/2
(26) 0 = Rely,(s) = (M) for s s5.
a
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With regard to (26) we can write

_ 1/2
(27) . Reldi ;3405 = (G—bTaP)) for s=s,.

It follows from (18) and (27) that

(28) if the condition (18) is fulfilled, then there exists an s, € <0, 0) so that

— 172
Re 14,5,3.4(5) £ (M) for s =s,.

04

Since the hypothesis of our proposition is evidently fulfilled if and only if one of
the conditions (3), (4), (5), (11) and (18) holds we can resume (10), (17) and (28) as

(29) there exists a %, = 0 and s, € €0, ) so that Re A; ;3 4(s) < %, for s 2 so.
On the other hand, it is easy to see from Lemma 12 that
(30) there exists a xgo = 0 so that Re A, ;3 4(s) < %00 for 0 < 5 < so.

Taking % = max (xo, %o), We obtain the statement of our Lemma from (29)
and (30).

Proposition 11. Let m be the Fourier function of the Timoshenko type equation.
If a > 0, «a = 0 and a* = 4a, then there exists a nonnegative constant x so that
{3
[m(t, s)| < P e for every te(0, o)
and s e 0, o).

Proof. An immediate consequence of Lemma 17 and Proposition 6.

Theorem 4. If the operator A is unbounded and the coefficient a is nonzero,
then the Timoshenko type equation is exponential if and only if
(© a>0, a=0, a>=4a.

Proof. “Only if” part.

First, by Theorem 2, we can choose a fixed dense subset Z = H from the definition
of extensivity.

Further, by our hypothesis, we can choose fixed nonnegative constants M, @
from the definition of exponentiality. ‘

Let us have . ,

(1) S = o(A)\ {0}, where o(A) is the spectrum of A.
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Since the operator A is supposed to be nonnegative and unbounded, we have
(2 S < <0, ) is unbounded .

Finally, let m be the Fourier function of the Timoshenko type equation existing
in virtue of Proposition 4.

We shall now prove that
(3) |m(t, s)] < Me®* forevery te(0,) and seS.

Indeed, suppose that (3) is not true. Then there exist t, € (0, c0) and s, € S so that
|m(to, so)| > Me®*, Since s, > 0 and m is continuous in both variables we can
find 0 < r <sp and & > 0 so that |m(t,, s)| > Me®® + & for every |s — so| < 7.
Summarizing these considerations we can state that

4) there exist t, € (0, ©), sp€S, 0 <r < so and é > 0 so that

|m(to, s)| > Me®™ + 6 for every |s —so] 7.

Now let & be the spectral resolution of the operator A.

Let
(5) P=¢Kso—r1, s +71)).

Since, by (1) and (4), so € 6(A4), we obtain easily from the operational calculus
(6) P+0.

Since the subset Z = H is supposed to be dense in H, we see easily from (6) that
@) there exists z e Z so that |Pz| = 1.

Since z € Z by (7), we can find a function u € (0, oo) — H such that
(8)  u is the Duhamel solution of the Timoshenko type equation such that

u"(0,)=1z.
Let us now take

© us(t) = Pu(t) for te(0, ).
It follows from Lemma 3 and Proposition 3 and from (5), (8), (9) that
(10) wu, is the Duhamel solution of the Timoshenko type equation such that
uy(0,) = Pz.
In virtue of exponentiality, we obtain from (7) and (10)

(11) Jus(r)] £ Me®* for te(0, ).
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Let us now define
so+r
(12) ) =I m(t, 0) &(da) z for te(0, @).

We obtain from the properties of the Fourier function m by means of the operation-
al calculus that

(13) wu, is the Duhamel solution of the Timoshenko type equation such that
u3(0,) = Pz.

Now, by (4), (5) and (7), we obtain from (12) that
so+r sotr
lusl? = | [ o 0)8100)2| = [t o @) 217 2
so—r so—r

sotr
2 (Me™ + o) I " |6(do) 2| = (Meo + 5 [Pz|? = (M + )2
so—r

2

Hence ||u,(to)]| 2 Me®* + 6 which implies
(14) Jua(to)]| > Me®* .

On the other hand, using Theorem 1 we obtain from (10) and (13) that
(15) uy(f) = uy(t) forevery te(0, ).

However, (14) and (15) contradict (11) and hence (3) holds.

Now the “only if” part follows from (3) by means of Proposition 10.

“If” part.

Let u be an arbitrary Duhamel solution for the Timoshenko type equation.

If m is the Fourier function of the Timoshenko type equation and & the spectral
resolution of the operator A, then by Proposition 9

k
(16) u(t) = limI m(t, ¢) &(do) u”(0,) forevery teR™.
k> JO

Using Proposition 11 we obtain from (16) that there exists a nonnegative constant x
for which

7) Ju()] = tm ” J' :m(t, 2) 8(d0) u"(0,)

S

< lim t_; & 6(<0, ky) u"(0,)] =
k— a0

, :
= tge"'||u”’(0+)ﬂ < e®"u"(0,)|| forevery teR™.
Now (17) proves the exponentiality with M = 1, @ = » + 1.
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Remark 3. From Theorem 4 we see the interesting (but well known) fact due to
FAtTORINI [9] that the simplest Timoshenko type equation with o = 0 is never
exponential for A unbounded, even when A4 is positive. Hence the role of the “mixed”
term aA'/2 u"(t) is decisive for the exponentiality of Timoshenko type equations.

Remark 4. The situation described by Theorems 1, 2, 3 for Timoshenko type
equation is analogous to the well known results of Hadamard for wave equation.
In abstract form, if we replace the Laplacian by our selfadjoint nonnegative opera-
tor A, Hadamard considered the Duhamel problem for the equation
u'(f) + adu(t) = 0.

As in Timoshenko case, this equation is always definite and extensive, but exponen-
tiality fails for a < 0.

Proposition 12. Let m be the Fourier function of the Timoshenko type equation.
If a >0, a = 0 and a® = 4a, then there exists a nonnegative constant x such that
for every te (0, ) and s € (0, o) the estimates (1)—(6) of Proposition 6 hold.

Proof. An immediate consequence of Lemma 17 and Proposition 6.

Theorem 5. If the operator A is unbounded and a > 0, & = 0, «* = 4a, then there
exists a nonnegative constant x so that for every x e D(A) there exists a Duhamel
solution u of the Timoshenko type equation for which

(1) 'u’”(0+) = x,

J) < £ e llu”
&) Ju (t)ll=(3_j)! Ju"©.)]

for every te(0, ) and je {0,1,2}.

Proof. An immediate consequence of Propositions 5 and 12 by means of operation-
al calculus if we seek the desired solution u in the form

e
u(t) = J‘ m(t, o) &(do) x
0
where & is the spectral resolution of A4.
Proposition 13. Let m be the Fourier function of the Timoshenko type equation.
If a >0, 2« =0 and a®> > 4a, then there exist two nonnegative constants N, % so

that for every t e (0, o0) and s € €0, o)

(1) m(ts) SN
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@ |m(t,s)] < Ne*,

1 x
(3) . lm,,(t, s)) <N i ot
(4) . 'mm(t, S)I < Ne*',
©) Mo, )| < N(1L + s74) e, .
(6) |mm(t, S) - ll < N(l + s1/4) te”" .

Proof. By Lemmas 7 and 11, we have for s € (0, oo)
@) M(s)? = Ay(s)* = [(«* — 4a)s + 2(ap — 2b)s'/2 + (B> — 4c)]'/2.
By our assumption o®> > 4a it is clear form (7) that there exists an 5, > 0 so that

®) e - (7] 2 =202

st for s s.

Using (8), we obtain from Lemma 17 and Proposition 7 that there exist two
nonnegative constants Ny, %, such that for every t € (0, o) and s 2 s,

© [m(t,s)] =N, ;172— et
(10) |md(t, s)| £ Ny,

(11) [t ) S Ny e,
(12) |mMelt, 5)| < Nyt

(13) | et 5)| < Nys'/4e,

(14) [met, s) — 1] S Nys'lote*.

Further, Proposition 12 enables us to find two nonnegative constants N2, %, so
that for every te (0, ) and 0 < s < 50

(15) [m(t,s)] < N,&*,
19 m9) S N,
(17) Imeft,s)| < N,e™*,-
(18) Mot s)| < Ny,
(19) , [Medt, )] S Noe™,
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(20 |medt, s) — 1| S Nyte*.

Consequently, we see from (9) —(20) that there exist two nonnegative constants N, »
for which the estimates (1)—(6) hold.

Theorem 6. If the operator A is unbounded and if a > 0, « =2 0 and a? > 4a,
then there exist two nonnegative constants N, x so that for every x € D(4/?) there
exists a Duhamel solution u of the Timoshenko type equation for which

1) u”(0,) =x,
) [uP(1)] = Ne*'|[u”(0,)]| for every te(0,0) and je{0,1,2,3}.

Proof. Immediately from Propositions 5 and 13 by means of operational calculus
as in Theorem 5.

FURTHER PROPERTIES OF TIMOSHENKO TYPE EQUATION

Lemma 18. If py, py, P2, q are real constants such that

(1) pO g 0 ’

(2 2poq +p; 20,

then for every r = q

(3) Por* + pir + P2 2 Poq® + P1q + P -

Lemma 19. Let 9 € 0, o). If

(1) a>0, a0, o®=4a,

) «8'? + 20,

3) 29" + b 20,

4 ad + b8 4 ¢ 20,

5 © (> —4a)9'2 + (sp-2b) 20,

(6) (@ —4a)8 + 2(«f — 2b) 92 + 5> —4c 2 0

then for every s = 3
() "ReAy,2,3,4(5) = 0.
Proof. By Lemma 18 we obtain from (1), (3), (4)
() - as + bs'’> + ¢ 20 forevery s 9
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and (1), (5), (6) imply
(®) . (0* —4a)s +2(ap — 2b)s'2 + B> —4c =20 forevery s= 9.

It follows immediately from (8) and (9) that

(10) 0= [(M)z— (as + bs'/2 + c)]mé

as'/2 + B
2 2 T

On the other hand, (1), (2) imply that

(11) as'’2 + B 20 forevery s=39.
Using (10) and (11) we obtain easily

(12) . Hi2(s) £0 for s> 9.

Now (7) follows immediately from (12).

Proposition 14. Let m be the Fourier function of the Timoshenko type equation

and let 9 € €0, ). If the conditions (1)—(6) of Lemma 19 hold, then for every
te(0, ) and s =2 9

() Imt. 9] <
@ Ime9) S5
€)) |m.ft,s)] =<t,
@ |medt, )| < (U + |a] + |b] + || + || + [B) (1 + st +1,
(5) Mt 91 S (U + Jal + (] + [e] + 2] + [B)? (1 + s 1 +
+ (1 + |a| + |b] + |e| + |of + |B]) (1 + s%),
O Imuded) — 1S 20+l o]+ 1+ o]+ D)+ 5

Proof. An immediate consequence of Lemma 19 and Proposition 6.

Theorem 7. If the operator A is unbounded and the conditions (1)—(6) of Lemma
19 are fulfilled, then for every x € D(A), there.exists a Duhamel solution u of the
Timoshenko type equation for which

(1) u"(0,)=x,
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o) o] <

)]
for every te (0, ) and je {0,1,2}.

lu"(©4)]

Proof. An immediate consequence of Proposition 14 by means of operational

calculus (cf. the proof of Theorem 5).

Lemma 20. Let 3 € €0, ©). If

(1.) a>0, a=>0, o> 4a,

©) ad'2 + 20,

(3 2a9'? + b 20,

4 ad + b8Y%* + ¢ >0,

(5) (ot2 - 4a) 91z 4 (azﬁ - 2b) =0,

(6) («* — 4a) 9 + 2(«f — 2b) 9% + B* — 4c > 0,
then

©) Reld;234()=0 for s=9,

(8) there exists a constant L, > 0 such that

[A1(s)? = 25(s)?| = Lys'* for every s= 9,

) there exists a constant L, > O such that [A1,2(s5)] = L, for every s 2 9.

Proof. The statement (7) follows immediately from Lemma 19.
By Lemmas 11 and 7 we can write

(10) |41()* = Aa(s)?| = |ms(s) — ma(s)] =
= |[(«* — 4a) s + 2(ap — 2b) s'/* + (B* — 4c)]'/?| forevery se<0, x).

Using Lemma 18, we obtain from (5), (6)
11 a? — 4a)s + 2(af — 2b)s''? + B2 —4c > 0 forevery s= 9.
(1) (

On the other hand, it follows from (1) that

2 _ — 1/2 2 _

lim («* — 4a)s + 2(ap — 2b) 5"/ + B — 4c

(12) +0.
s N
Hence by (11) and (12)
(13) there exists a constant L, > 0 so that

[(«* — 4a)s + 2(ap — 2b)s'/% + B> — 4c]'/* = Lys'/? forevery s= 9.
The statement (8) follows from (10) and (13).
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By Lemma 14 we can write

(14) 12()* = |maa(s)] =
. 1/2 1/2 2 1/2
= ‘_ 9‘5_2_+E + [(0.’5__2_"'_13) — (as + bs'/? + c)] >

2 ${jas"” + B — |[(o* — 4a) s + 2B — 2b) s'* + (87 — 4c)]"*[}

for every se<0, ©).
By (1) and (2)

(15) as'? + B2 0 forevery s= 9.
Hence we obtain from (11), (14) and (15) that
(16) |412(s)]* 2

S l(us”z + B)? — [(«* — 4a)s + 2(ap — 2b)s'? + (B* — 4c)] _
T 2as'? + B+ [(o* — 4a)s + 2(«f — 2b) s'/* + (B* — 4c)]'/?

) as + bs'’? + ¢
as'’? + B + [(«® — 4a)s + 2(aB — 2b)s'/% + (B* — 4c)]'/2

forevery s = 9.
Using Lemma 18 we obtain from (3), (4) that

(17) as + bs'’? + ¢ >0 forevery s= 9.
Now by (11), (15) and (17)

(18) as + b + ¢ >0
as'’2 + B + [(a? — 4a)s + 2(af — 2b)s'/2 + (B7 — 4c)]'/2

forevery s = 3.

On the other hand, we obtain easily from (1) that

(19) lim as + bs'? + ¢ —®
s»w as'/2 + B + [(a® — 4a)s + 2(af — 2b)s'/% + (B* — 4c)]'/?

It follows easily from (18) and (19) that there exists a constant L, > 0 so that

0) 2 as + bs'® + ¢ >
as'’? + B + [(oa® — 4a)s + 2(2p — 2b) s*/2 + (B> — 4c)]'2

for every s 2 39.

L;

The statement (9) follows from (16) and (20).
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Proposition 15. Let m be the Fourier function of the Timoshenko type equation
and 9 €(0, ). If the conditions (1)—(6) of Lemma 20 are fulfilled, then there
exists a constant L such that for every t€ (0, 0) and s = 9

1
1
(2) |mr(t7 S)} < L;ﬁ s
1
3) [malts)] < L7,
(4) lmttt(ta S)| <L,
(5) |mmr(t’ s)l < Ls'/4,
(6) |2, 5) — 1| < Lts'/*.

Proof. By Lemmas 14 and 20 we can write for ¢ € (0, 0) and 5 = §
() mts) = [ = 201" [A4(s) ™" sinh (14(s) ) — 25(s)~" sinh (Aa(s) ],
®) mts) = [4)? — 1571 [oosh (4(5) ) — cosh (1x(5) )]
©) mult9) = [l = 217" [24(5) sink (4(9) ) = 44(s) sinh (12(5) ]
(10) matss) = [A4(5 — 4a(5)2]" [A4(5) cosh (L(s) 1) — As(s)* cosh () 1]
(11) Mot ) = [ = 2717 D4 sinh (14(5) 1) = Aa(6)? sinh (1:(5) )]
(12) muft ) = 1 = [0 = 4a(92]* [4(s)? (cosh (1i(5) 1) — 1) -

— 13(9) (cosh (12(5) ) - 1)] =

= [l = 2oFT [ AP [ sinh (40) ) = 2o [ s (19 ) .

Let us denote Ly = 1 + |a| + |b| + |c| + |a| + |B| and let us fix the constants
L, L, from Lemma 20.

Using Lemmas 12 and 20 we obtain from (7)—(12) that for every t € (0, o) and
s=3

2L,

(13) |m(t, 5)| é—,s_l—“’
(14) my(t, 3) g—lfm,
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o(L +54) 2o (1 1

(15) |mu(t,s)| < Ttz L\ ton)
o it 423y, 1Y

(16) Imm(t, s)| = —-fl;"’_ = zl—" 1+ s‘(,:) =

2 2
S LY
L1 91/4

2L3(1 + s'/4)? _ 2Lg S (1 + s'/%)3 <

(17) Imtm(t, S)l = L151/2 L, e
=2 (14 k),
T L gir4
21 + s 213 1\?
(18) |me(t, s) — 1] = ——(i:ST/Z——)—t < Tlo (1 + ot s/t |

It is clear that the statement of our Proposition is an immediate consequence of

(13)—(18).

Theorem 8. If the operator A is unbounded and if there exists a positive constant §
such that {Ax, x) = 9|x|| for every x € D(A) and the conditions (1)—(6) of Lemma
20 are fulfilled, then there exists a nonnegative constant L such that for every
x € D(A'/?) we can find a Duhamel solution u of the Timoshenko type equation for
which

0 w(0,) = %,
(2 [uXe)| £ L for every te(0, ) and je{0,1,2,3}.

Proof. Immediately from Propositions 5 and 15 by means of operational calculus
(cf. the proof of Theorem 6).

EXAMPLE

Let us denote by L,(0, 1) the Hilbert space of all square integrable complex valued
functions x on the interval (0, 1) with the norm ||x|| = (fo [x(1)|* dn)'/2.

It is clear that the scalar product on L,(0,1) is of the form <x, y) = [ x(n).
. y(n) dn.

Moreover, we shall say that a function x is feebly differentiable in L,(0, 1) if there
exists a function z € L,(0, 1) so that x(b) — x(a) = [%z(n) dn for every 0 < a <
=< b < 1. The function z will be denoted by x’ and called the feeble derivative of x
in L,(0, 1).
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It is evident that every function feebly differentiable in L,(0, 1) is continuous on
(0, 1) and possesses limits at the points 0 and 1.

Let us now define an operator I' in L,(0, 1) as follows: x € D(I') if and only if x €
€ L,(0, 1), x is four times feebly differentiable in L,(0, 1) and x(0) = x(1) = x"(0) =
= x"(1) = 0; then we take I'x = x"".

Proposition 16. The operator I is selfadjoint and strictly positive in L,(0, 1).

Proof. Let us write for x € L,(0, 1) and ke {1, 2, ...}, x, = [ x() sin kn dn.
It is easy to verify that

(1) xeD(r) ifandonlyif Y k*|x|* < o0 ;
k=1
(2 I x(n) = Y k*x,sinkn for every xeD(I),
k=1

the sum being taken in the sense of L,(0, 1).
It follows immediately from (1), (2) that

(3) '™ ! exists and is bounded .

Since the symmetry of I' is almost evident, (3) implies the statement of our Propo-
sition.

Theorem 9. The above theory may be applied to Timoshenko type equation
with A =T.

Proof. An immediate consequence of Proposition 16.

Proposition 17. x € D(I''/?) if and only if x € L,(0, 1), x is twice feebly differen-
tiable in L,(0, 1) and x(0) = x(1) = 0; then I''*x = x".

Proof. Let us define an operator 4, in L,(0, 1) as follows: x € D(4,) if and only
if x € L,(0, 1), x is twice feebly differentiable in L,(0, 1) and x(0) = x(1) = 0; then
Aox = x".

By the same method as in Proposition 16 we prove that

(1) 4, is an selfadjoint, strictly positive operator in L,(0, 1).
On the other hand, it is almost immediate that
2 A* =T,

Now (1) and (2) imply the statement of our Proposition.
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Theorem 10. Let u € (0, c0) — L,(0, 1). Then the function u is a solution of the
Timoshenko type equation with A = I' if and only if

1) - u is four times differentiable on (0, ),
(2) u(t) is four times feebly differentiable in L,(0, 1) and u(t) (0) = u(f) (1) =
= u(t)gs (0) = u(t);; (1) = 0 for every te (0, ),
(3) u’(r) is twice feebly differentiable in L,(0,1) and u"(f)(0) = u"(t)(1) = 0
for every te (0, ),

(4) w(1) (&) + aw'(Del) + Bu'(1) & + au(t)eere($) + b u(t)e (&) + cu(t) (€) =
=0 for every te(0,00) and 0 < ¢ < 1.

Proof is easy by means of Proposition 17.

APPENDIX

The purpose of this appendix is to introduce and examine the concept of strict
solution, strict definiteness, strict extensivity and strict exponentiality. These
strengthened concepts are of principal importance in the general theory of equations
of the type u™(t) + Ay u”~1(t) + ... + A, u(t) = 0 (cf. [8]). We shall show that
the above theory may be developed also on the base of these strengthened concepts
and that the results remain essentially unchanged.

A solution u of the Timoshenko type equation will be called strict if the function Au
is continuous on (0, o) and bounded on (0, 1).

Proposition A 1. Every strict solution of the Timoshenko type equation is also
a solution.

Lemma A 1. For every x € D(4), |A"2x|| < |x| + ||Ax|.

Proposition A 2. A function u € (0, o) — H is a strict solution of the Timoshenko
type equation if and only if
4y u is four times differentiable on (0, o),
(1) u"(f)e D(4'?), u(t)e D(A) for every te(0, ),
(1) the functions (xA'*> + B)u" and (aA + bA'* + c)u are continuous on

(0, ) and bounded on (0, 1),
(Iv) u"(t) + (@A'? + B)u"(t) + (ad + bA'? + c)u(t) =0
for every te(0, ).
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Proof. An immediate consequence of properties of strict solutions by virtue of
Lemma A 1.

Remark 5. The properties (I)—(IV) from Proposition A 2 are used as definition
properties of a solution in general theory (cf. [8]).

We shall say that the Timoshenko type equation is strictly definite if every null
strict solution of the Timoshenko type equation is identically zero.

Theorem A 1. The Timoshenko type equation is always strictly definite.

Proof. Immediate consequence of Theorem 1 and Proposition A 1.

Proposition A 3. Let m be the Fourier function of the Timoshenko type equation
and & the spectral resolution of the operator A. For every x € H and K € 0, o),
the function u € (0, o) » H defined for t € (0, o) by

(1) u(i) = J:m(t, 0) &(do) x

is a Duhamel strict solution of the Timoshenko type equation such that

@) u"(0,) = (€0, K3) x .

Proof. An immediate consequence of Proposition 6 by means of operational
calculus.

We shall say that the Timoshenko type equation is strictly extensive if there exists
a dense subset Z = H such that for every x € Z there exists a Duhamel strict solution u
of the Timoshenko type equation such that u”(0,) = x.

Theorem A 2. The Timoshenko type equation is always strictly extensive.

Proof. Almost identical to the proof of Theorem 2 on the base of Proposition A 3.

We shall say that the Timoshenko type equation is strictly exponential if there
exist two nonnegative constants M, @ such that for every strict Duhamel solution u
of the Timoshenko type equation, it is for every ¢ € (0, o)

(D) Ju(®)] = Me|u"(0.)] ,

() f;J;J:j:Au(v)dvdgdadz

Proposition A 4. If a + 0, then the Timoshenko type equation is strictly exponen-
tial if and only if there exist two nonnegative constants M, w, such that for every
strict Duhamel solution u of the Timoshenko type equation, it is for every t € (0, o)

1) j ' j ’ j i j " (@AV2 + B)w’(n) dn de do dr

0J0J0J0

< Me[u(0,)]

< Mo |u"(0,)]
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2)

t pt ;o Mo
f J‘ j‘ J'(aA + bA'? + ¢)u(n) dn do do dt

0J0J0O0JO

< Moe™[u"(0.)]

Proof. The “only if” part is easy. Since by assumption on A we can write a4'/2 +
+B=ad""24 + BA™'A and aAd + bAY? 4+ ¢ = aA + bA"V2A4 + cA"' A, the

properties (I) and (II) from the above definition of strict exponentiality give im-
mediately the properties (1) and (2).

The converse ““if” part is somewhat more difficult.

The property (I) follows immediately from the properties (1) and (2) with regard
to the fact that we can write for every solution u and every t € (0, )

() = u"(0.,) - J o j 0 J' 0 J’ :(aAm + B)u”(n) dn do do de —

t rT P o
—J' J J J.(aA+bA”2+c)u(r1)dr1deadr.

0J0JO0JO

It remains to prove (II). To this aim, let us denote by & the spectral resolution of
the operator A.

First we shall find two operators P and C such that
(3) P is an orthogonal projector, PA = AP and PAP is a bounded operator,
) C is a bounded operator .
) Ax = PAx + C(ad + bA'? + ¢)x forevery xeD(4).
Indeed, since a + 0, we can find an s, € (0, oo) so that
(6) las + bs'/? + ¢| = 1 forevery s=s,.
Now let us write
(7 x(s) =1 for 0<s5<s9, xs)=0 for s=s,.
It is easy to see from the assumption a # 0 and from (6) and (7) that
(8)  the function (1 — x(s)) s(as + bs'/? + ¢)™! is bounded on <0, ).
Further, we can write for s € <0, o)
o) s+ (- x9)s =

= x(s)s + (1 — x(s)) s(as + bs + ¢)~* (as + bs'/? + ¢).

Let us now define for xe H
(10) Px = j X(5) &(ds) x
0
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(11) Cx = ‘ro(l — 1(s)) s(as + bs + ¢)™! &(ds) x .

[
The required properties (3)—(5) of the operators P and C follow easily from

(6)—(11).

Now there is no difficulty in obtaining the desired property (II) from (1), (2) and
from (I) already proved by means of (3)—(5).

Theorem A 3. If the Timoshenko type equation is strictly exponential, then it is
also exponential.

Proof. An easy consequence of Propositions 9 and A 3.

Lemma A 2. If a > 0, « = 0 and o®> > 4a, then there exists a nonnegative con-
stant Ny such that

S < Ny for every se<0, o).

) 4 RO T

Proof. We obtain easily from the definition of p, z(s) that

(-1

(2) lﬂlz(s)l -

s1/2 s o0

By our hypothesis

" 2\2 1/2
3 (%) - >0.
®) 2% [(2) a]
Hence we obtain from (2) and (3) that
s
4 .
“ L+ O O =

1

56316 -]

Statement (1) follows then easily from (4)

$— 0

]
* R e

Lemma A 3. If a > 0, « = 0 and a* = 4a, then there exists a nonnegative con-
stant x such that for every t € (0, ) and s € <0, ©)

(1) [cosh 24,(s) f] < €,

t T
() [212(5)]? J J cosh 4;,(s) o do dt| < 2¢*.
0Jo
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Proof. By Lemma 17 there exists a nonnegative constant x such that
(3) Re A;,(s) < » for every se <0, ©).

Now, (1) follews immediately from (3).
Further, we have evidently

t T
4 112(5)2J J. cosh A1,(6) do dt = cosh A45(s) t — 1
0J0

for every te(0,0) and se<0, ).

Now (2) follows immediately from (3).

Proposition A 5. Let m be the Fourier function of the Timoshenko type equation.
If a>0, « =0 and a® = 4a, then there exist two nonnegative constants M, w
such that for every t € (0, o) and s € 0, o)

(1) [m(t, s)] < Me®*,

@

(]
m(n, s) dn dg do dt| < Me®* .
0o

0J0J0O

Proof. Proposition 11 implies that there exist two nonnegative constants M, w,
so that

(3) |m(t.s)] £ My e®* forevery te(0, 0)and se <0, ).

By Lemma 13, we can write the following identity which may be verified directly
or by means of Laplace transformation:

) j L L Lm(n, 5) dn do do dt =
(i)

t M e

. (J. J ‘[ cosh 2,(s) n dy dg da) dr for every te(0,00) and se(0, ).
0JoJo

Now we obtain easily from (4) by means of Lemma A 3

) (1 + [P [ j f 0 j 0 j ", dn do do d

Sﬁe’“ + ?-_‘_em t7 + = £ et
- 3! 71 3!

for every te(0,0) and se<0, ).
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Let N, be the constant from Lemma A 2 so that

s
< 0 .
© 1+ [24() 220" SNo for se @)

It follows from (5) and (6) that

0 e

e are e )

t
m(n, s) dn de do dt <N0( ) et
jo.[ojo,[o 7 3!

forevery te(0,0) and se<0, ).

It follows from (7) that then there exist two nonnegative constants M,, w, so that

0 fesases

for every te(0,0) and se<0, ).

é Mzemzt

Taking M = max (M,, M,) and @ = max (w;, ®,), we obtain (1) and (2) im-
mediately from (3) and (8).

Theorem A 4. If a > 0, « = 0 and o = 4a, then the Timoshenko type equation
is strictly exponential.

Proof. Let u be an arbitrary strict Duhamel solution of the Timoshenko type
equation.

If m is the Fourier function of the Timoshenko type equation and & the spectral
resolution of the operator A, then by Proposition A 1 and Proposition 9 it is

(1) u(t) = klirg J. :m(t, 0) &(do) (u"(04)) forevery teR™.

Using Proposition A 5 we obtain from (1) that there exist two nonnegatlve con-
stants M,  such that for every t € (0, )

@) Mwﬂgﬁwmwmmwk

_<__k1im Me®'||6(<0, k)) u"(0,)|| = Me**|u"(0,)] ,
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®)

t pt o po o
J' J J' fAu(v)dv de do dt
oJoJoJo

sL J‘ 0 j 0 j :m(v, 9) dv do do dr £(d9) u”’(0+)“ <

< lim Me]0(<0, 1) w"(0,)] = MeJu"(0.)] .

=-1im

k— o

However, (2) and (3) prove in fact the desired exponentiality.

Theorem A 5. If the operator A is unbounded and the coefficient a is nonzero,
then the Timoshenko type equation is strictly exponential if and only if

© . a>0;, «a=0, a>=4a.

Proof. “Only if” part.

The strict exponentiality implies exponentiality by Theorem A 3 and (C) follows
then immediately from Theorem 4.
“If> part.

This is Theorem A 4.
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