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KYBERNETIKA — VOLUME /7 (1981), NUMBER 5

SOME FUNDAMENTAL NOTIONS OF LARGE
VARIABLE SYSTEMS

MILAN RUZICKA

The paper deals with basic notions from theory of large dynamic systems variable in time.
There is presented an attempt of exact definitions (or at least specifications) of such a system, its
internal, boundary, input and output elements, input and output, environment and response and
impuls etc. The concept of subsystem is introduced with a few illustrations covering its possible
application.

INTRODUCTION

Mankind creative activity has in modern time some particular and specific figures.
Among others, there is a permanently growing demand towards an integral and
systematic approach to reality, which is formed by this work and transformed to
human needs. Engineering way of solving problems requires language modelling of
large dynamic systems and related selection of convenient language systems as their
language models. That is why a reasoning concerning notion “model” and character
of a relation setting-up this concept may be very actual.

In this paper 1 like to show some logical and semantic aspects of this approach and I
try to define (or at least specify) some fundamental notions regarding large dynamic
systems theory.

SOME FUNDAMENTAL NOTIONS

First I specify concept of “system”. I have a few following requirements for this
and other definitions. They are supposed to be consistent (or at least not contra-
dictory) with corresponding terms formed by other authors. Further, definitions will
be formulated by precise language and means of set theory. I also like to have all
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forecoming notions fully adequate with the former considerations regarding engineer-
ing and technical operations with large systems variable in time.

1 propose generalized notion of “system” in this way:

D 1. A set & is system in a time interval At (symbolically: (P, Aty € .5@;4() iff:
-a) & is in time interval (period) 4t identical with an ordered pair of the type
U, %,
b) Uis a set of objects — “clements of &,

c) % is a set of objects of the type @R { <5, 1 £/ £ n, 1 £ k £ i; (where
s, j, n, k, i; are natural variables),

d) for every object from # of the type (VRY holds: *)
“’R;cj) < Uy x At
€) for every object from 2 of the type iR holds:
(Sjk)R’(‘j) - {(SI)R’(;?U} x {(SZ)R};Z)} x ... % {(S/k-l)R;‘i;)} x At
CORED, .., CrmDROD e 7 ;

1=/, 517~~-,5j§”§ 1=k, k],kZa--':kj

IIA

n

0 =5, 5,...5;,1 <35, for s =0= CIRE)
f) At = Tis ordered set of real numbers,

This definition well satisfies requirement regarding type purity of classes. Left
upper symbol is type denomination. From the viewpoint of the class theory:
symbol of the type R js a name of a class of elements from the universe of
" this system,
symbol of the type (VRY)  a name of j-argument relation among elements from the
universe of this system,

symbol of the type PR a name of class of class (properties of properties) of
clements from the system universe,

symbol of the type PRY)  a name of j-argument relation among classes or relations
of elements from the system universe,

symbol of the type “»RU) a name of j-argument relation among classes or relations
utmost (s, - ;) order, when at least one argument of this
relation is of (s;,~;)-th order.

When introducing further notions I shall not talk in particular about systems with
classes and relations of distinct orders, for symbols simplicity reasons, but I do my
best to achieve specifications holding true for any system. .

*) U<P denotes cartesian product of j-factors.
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A certain system is connected to a certain period of time. I assume that a set of
elements with their properties and relations, which is system in a specific time, in
some other time interval may not be a system. So 1 admit time variability of systems.

Let us introduce notion of “element of system”:
D 2. Object x is at a moment ¢; an element of system & (symbolically: {x, &, t,> €
€ &¢), iff:
a) there is a time interval At so that (&, 4ty € Pys¢, there are sets U, Z so that
& = U %,

b) x belongs to an ordered j-tuple from set of the type ('R € # where this j-tuple,
when extended to (j + 1)-tuple by an adjoined element t;, belongs to the set
WRYD x 41

In this proposed interpretation a given object at a given moment is clement of

a system existing in a time period, if it is an element from the universe of the system
at that particular moment and belongs to some relation or has a property from the
system and this moment is from “existentional period” of the system.

Consider further notion of “internal element of system™:

D 3. Object x is at a moment ¢ an internal element of system (symbolically:
X, P, 1,y € Indt), iff:

a) (x, &, 1) € &4,

b) there are sets U, # so that & = (U, %), there exists an interval At so that
(S, Aty € Pyl

c) for every element y forming together with x any ordered (j + 1)-tuple the last
member of which is ¢; and belonging to cartesian product of a set of the type
(WRYD e # and interval At holds <y, &, 1,> € &7.

Remark. As to this definition, a certain object at a given moment is internal
element of a system, if it is at this moment in relations belonging to this system with
only elements from this system.

The term of “boundary element of system” let us define in this way:

D 4. Object x is at a moment f; a boundary element of system & (symbolically:
X, &, )€ ﬂ?iwf) iff:

a) <{x, &, 1,y € 67,

b) there exist sets U, & so that & = (U, &), there is interval 4t so that (&, 4t} €
€ Lyat,

¢) there is at least one clement y which forms together with x some ordered
(m -+ 1)-tuple, the last member of which is ¢; and holds <y, &, t;) ¢ &¢.
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In proposed interpretation: given object is at a given moment boundary element
of a system, if it is at this moment in a relation with such an object which does not
belong to this system in this moment.

D 5. Object x is called input element of a system & at a moment ¢; (symbolically:
(x, &, 1> € Inpel) iff:
a) (X, &, t;) € Bnel,

b) there are time intervals 4t, At" so that (&, At) € $ys¢ and time interval 4¢'
is shorter than At (symb.: fAt’f < [At ),

c) there is at lcast one object u such that (u, &, 1, — |4t'| > ¢ 8¢ where |4¢|
is the length of At

d) there are properties U, V' so that for every moment ¢; € A4t where (tj - ’At’l) €
€ At holds:
if w has a property U at moment ¢; — ‘At'f then x has property ¥ in moment ¢;.

In suggested specification: a given boundary element of a system is at a given
moment its input element, if there is an object, which was an element of this system
before some time period (of the system existence), where further there are properties
U, V which can be taken on by x and u resp. so that possession of U by object u
leads after considered time interval to that of ¥ by x — input element of the system.

Simply said: input element of system changes some of its properties being effected
by some property transformation of an object standing out of the system.

We need now “output element of system”.

D 6. Object y is output element of system & at a moment #; (symbolically:
y, #, 1y ¢ (Vﬂl/‘/ée/), iff:

a) y, S, t,) € Buel,

b) there are time intervals At, At' so that (&, 4t) € ¥y+/ and time interval 4¢'
is shorter than A4z,

c) there is at least one object u’ so that (w', &, f; + lAt’l) ¢ &¢ where lAz'i is the
length of At',

d) there exist properties W, U’ so that for every momient ¢; € At where (t; + IAt’l) €
€ 4t holds:
if y has at moment ¢; property W, then u’ has property U’ at moment ¢; + IAt".

In proposed definition: given boundary element of a system is at given moment
its output element, if there is an object, which did not belong to the system during
some existentional period of the system and there are properties W, U’ offered
to y, u’ resp. in that mode, that if y takes on W then necessarily u” gets U'.

Shortly: output element changes some of its properties and creates thus a property
transformation of an object out of the system.
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D7. A set X is called input of a system & at a moment ¢, (symbolically:
X, L tye fn/z), iff for every element x holds:
X is at a moment ¢; an element of X, if there is an interval A4t so that

(F,4t) e Fyot and (X, &, 1) € Inpel , 1€ 4t

symbolically:
X, tyeX x At.

In plain English: input of a given system at a given moment is set of all its input
elements at that moment.

D 8. A set Y is said to be output of a system & at a moment t; (symbolically:
Y, %, t;> € O«t 1), if for each object y holds:
If there exists interval At so that
(&, Aty e Pyat
and
y, &t € 0wl frel , ti€ At

only just then y is at moment 7; an element of Y, symbolically:
{y, tiyeY x 4t.

Shortly: output of a given system at a given moment is set of all its output elements
at that moment.

All just above mentioned definitions are formulated in accordance with common
usage of these terms in automata theory.

From the technical viewpoint we can understand by “automata input” a set of all
data entry associated with the automata. These entries are in certain relations to
automata environment.

For instance, let a given automata have an input X whichis a set of n-input elements
of the system. These elements X, X,, ..., X, can take on some respective “input”
properties ¥y, V,, ..., ¥,. In such a case we can directly characterize all possible
values of total input X by means of 2" n-argument variations consisting of elements
of the type {V,, Vi}, LS i< n

Vi, Voo oo
Vi Vas -

Vi Vas oo
Vi, Vs ooy Vaors Va

VoVoowVaes W,

Individual input elements of the automata in this. case have mentioned properties as
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their binary values: for every input element x; holds that “its” property ¥; at moment
t; either has or does not. Symbolically:

Xpt>eVix T or (xntyeV, xT.

Analogue remark -obviously holds also for output and output elements. Partic-
ularly, for system-automata we can consider that for individual effectors-output
elements, by means of which the automata effects directly its enviroment.

For example, let such an automata have ouput Y which is a set of m output elements
Y1, ¥2» .-, ¥ taking on some respective “output” properties. Then we can character-
ize possible values of total output Y by 2™ m-argument relations-variations con-
sisting of elements from a set of the type {W, W}, 1 S i < m

W, Was ooy Wou (W,
Wy, Way oo Wty W,
Wl, Wz, AT Wm Wm

£

Wi, Wa oo, Wy

Wy, W, oo, Wos i, W,
Particular output elements of the automata take on described properties as their
binary values: each output element y; at a given moment ¢; either has “its” output

property or does not.

Symbolically:

(yutpeW; x T or (y,tyeY, x T.

I consider generally defined system as “developing in time”. In respective formula-
tions of individual notions there occurs factor 4t representing existence duration of
a system. That is why I require respective connection between properties of input
element x and those of output element y as well as relation of input element x and an
adequate distance inside the existentional period 4t of the system. I do not say that
this relation may not exist also out of this existentional period of the system.

Let us further introduce “environment of system”.

D 9. A set M is called environment of system & at a moment f; (symbolically:
M, &ty e é"nu), iff any pair of objects x, u satisfies following conditions:
a) (x, %, tye &l
b) {u, £, 1) ¢

where there is such a time interval At that ¢, € At and (&, At) € L yaf,

¢) x, u are in an ordered (m + 1)-tuple, the last element of which is element t;, then
only holds:

(u, t,) e M x At
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Shortly: environment of a system at a given moment is a set of all objects located
in that time of of the system and each of these objects has in that time a certain
relation with an element of the system.

D 10. A set S is said to be impuls of system & at a moment 1;, (symbolically:
(8, &, t;> € Fmf), iff for every element x and each property V holds: whether
(X, Sty € Fnpicl
{X, 1) eVxT
when there is time interval 4¢ so that t; € A1, (&, At) € Fya¢ then
YV tye P x At.

Briefly: impuls of a system at a considered moment is set of all properties of input
elements of this system at that moment.
Let us define now notion of “response of system™:
D 11. A set S’ is defined to be response of system & at a moment 1; (symbolically:
(S, &, t;) € Reafs), iff for every object y and each property W holds:
whether
Y, F 1) € Oul jrol

ytpy eWxT
where there exists time interval At so that t; € At, (&, At) € S ys¢ then
(W, 1>eS x 4t.

In proposed definition: response of a given system at a particular moment is set
of all its output elements properties of the system at that moment.

THE CONCEPT OF SUBSYSTEM WITH A FEW ILLUSTRATIONS

D 12. System &' is said to be subsystem of system & at a moment t;, (symbolically:
(&' Ftye ‘g)t/JJ_;/;M‘), iff the following conditions are met:

a) there are time intervals 4t, At', At' S At, (F', A’y € P yat
(P Ay e Fyal, tiedr,

b) there exist sets U, U', #, #' so that &' = (U, &>, & = (U, #)and U’ < U,
¢) there exist pairs of transformations (mappings) where: {Z,, Z,> Z, transforms
set of all members of respective sets of the type RY’ € # onto empty set and if it
is not so for some of them, then they are transformed by Z,.
Z, uniquely assigns individual elements of these members (i.e. particular elements
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of the system) their Z,-transformations, which are again elements of the system.
To each set RY) e 2 with terms of the type (a,, a,, ..., a; £, is thus uniquely
associated a set RjY) e ' with terms of the type

(Z(ay), Zyo(az)s ... Zy(a;), 1) .

d) &' is a set of all sets R;'”> which are the result of the mapping (Z,, Z;) of all sets
RY e & of the system &.

e) U’is a set of elements of the type Z,(a) which are the result of Z,-transformation
of all elements of the system &.

In proposed definition: &' is called “subsystem of system & at a moment ¢;”.
if &’ exists as a system within existentional time limits of system &, if its universe U’
is subset of universe U, set of properties or relations £’ is obtained either by omitting
some sets from Z# of system & and sets from &' are properties or relations of Z;-
-images of elements of corresponding properties or relations from % respectively.

Let me stress that proposed notion of subsystem is defined more generally than
usually. The set £’ does not have to be namely a subset as, as a rule, required. I have
formed this generalization because of further coordination between concept of
mapping with notion of “transformation creating homomorphy of systems”.

If Z, is identical mapping then the concept of subsystem comes to traditional one
with common demand #' < 4.

Mapping <{Z,, Z,) can be chosen from various standpoints. Accordingly we can
later divide given system into a sequence of respective subsystems. Mapping in practice
is selected due to significance of properties and relations of system which is being
divided.

Choice of mapping can be for instance directed by selected relation “to be less
substantial than” which is ordering class of properties and relations. We choose
a property or a relation as a lower (“lowest”) one. Such a subsystem defined in this
way encloses only those properties and relations from # which are beyond this
lower limit (boundary) of “to be substantial”.

" For example let there be a very simple system (time factor not considered)
Sy = Uy, #y)
U, = {ay, a,, a3}
R, ,
F={ay,a3}; G={aya;}
R, = {(ﬂn ay, {as, as), {as, az>}
R, = {<a1: a, a3, {a as, “z>}

{F, G, Ry, R}

i
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Let a chosen mapping assign:
toset F ={a, a;} asitsimage F' = {a;}
toset G = {a,,as} asitsimage G’ = {a,, a;}
{<a2‘ asy, {as, az>}

toset R, as its image R} = {<a,, a3, a,)}

to set R, as its image R;

I

then U; = {a,, a5}, &, = {F’, G', R}, Ry} is subsystem &} = {U{, &;).
Another simple example can be system %, existing in a certain time period:

t 1 (1 2 2 3 3
%2 = an o g as) o (RO RY, RO, REL RS, REL RO

where
RV = {ay, a3, as}, R =las, as}, RY” ={a,, a4}
R(lz) = {(aly agy, {ay, 03>} > R{zz) = {(03, asy, {a,, a1>}
R® = {<a,, ay, asy, {a,. as, asy, {ay, as, asy}

|

R(za) = {(au as, a,y, {az, a ”1)}

Let us choose a mapping on the base of relation “to be less substantial than ordering
set of relations and properties of system %, as follows:

<Rgl)’ R(21)> R(‘l)’ R(23>‘ R(JU’ R([Z)’ R(13)>
Let property R{" be a limit (boundary) for a selection from this set. In this way
there is defined subsystem &, existing within existentional limits of system &,:
5/'2 = <{a1a a4z, A3, Ay, as}s {RQ",- R(xz), R(13)> R(Z:”}>

For the same relation “to be less substantial than”, but different boundary choice
there will be defined a different subsystem. If property RS" is considered as another
boundary, then subsystem &%, will be defined and existing within existentional
limits of system &, as follows:

; y’z’ = <{a15 a4z, Az, Ay, “5}, {R(lz)y R(xs)}>

It is obvious that when using various types of ordering and choice of lower boundary
of substantionality, we can obtain distinct subsystems as to their relative significance.

As another illustration let me introduce “production” system &, whose universe
U, is a set of machine tools and transport devices (time factor still omitted).

The universe U, will be:

U, = {51, 825835 0005 SAO}
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the respective elements:

Sy, Sz, ... Syp  are travelling cranes (s, s,

Sy1s S35 .00 829 are lathes (St1s S12s -

21> 5225 --» S30  arc milling machines (s, S35, -+ 530) eM

S315 532, ---» S35 are grinding machines (s3;, 533, -+ 535) eG

S36> 537, --+» S40  are moving belts (5365 S375 -+-» Sa0) € B
Corresponding pairs of machines or devices are in a relation “follow each other in
production operation” as follows:

Ay = {{15 522, $520 530, 535D, $55, 8625 (57, S0, CSon 51195 (Sa1s 5120
{8125 81375 {8135 51425 {Ses S1575 {8155 S1605 {St6s 51705 {5145 S217 »
{8215 82225 (S17 523, {S105 5240 {5245 5250 {S26> 527 527 5287 »
C$195 83075 885 53175 (522, $3275 {5325 5337 {5235 534> {59, S35)»
{8205 357, S23, 53575 527> 53575 {S305 535> (831> 535 {S34> 5367 »
{8355 53675 S35 53775 {5285 53775 {S205 53775 {5335 83775 {S105 5377

<537, 53805 {S38, $397» {S30, 5407} -

The whole production system we can plot in this way:

Input elements are assumed to be: sy, Ss, 7, S9, S10s S185 5195 5205 526> S29. Lhe system
&, can be characterized within its function period as a pair:

Fo = {51, 52, s Sao}s {C L, M, G, B, Z,}> .

The system &, can be divided into subsystems from various viewpoints. For in-
stance, let a mapping be given by distribution of relation £, into those members-
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-pairs of the class #,, whose elements differ as to their properties from the class
{C, L, M, G, B}. The elements from this class with the same properties let be identi-
fied. Thus we get subsystem:

.
&, = <{s4, Ses 58> 595 105 11> S145 S150 S18> S105 5205 S215 522+ 5235 S245 S28, 529, 530,
,
$31> 532 5335 8345 5355 5365 $37)5 {C, L, M, G, B, R}}>

{<s4, S117> {865 1575 885 53175 {50 3575 {520, 370> {S14» 520>

S
S
]

<51aa 5245 {5195 §3075 520, 5357, {823 S340, S22, 8320, {5285 5375

{5205 5375 {S30: 3575 {5335 837 {5345 S3675 {535, 535)} .

At this distribution we are interested in only those proceeding sequences of work
operations, which take place between different kinds of machines or devices.

When approaching the problem from another standpoint, we can form partition of
the class {C, LM, G, B} by partly ordering relation which formes there subclasses:

{c}. {L, M, G}, (B} .

Let us divide the relation #, so that we take out from it merely those pairs of
elements as substantial once, which belong to distinct subclasses under consideration.

Thus we obtain subsystem:
&L, = <{S4, S+ 585 59, 5105 S15 S155 5285 5295 $315 $33> 534 S35 S365 537} >
{C,L,M.G. B, ﬂ;}) s
where
R, = {<S4, 5110 86> 1575 {Ss, 53105 {59, 535, {S10: 53705 (28, S37) >
{5291 5370 {5335 53775 {S34» 536> {533 530>} .

445



)
3

_g‘
N ECL

At this distribution and partition of &, only those sequences of work operations
following each other are interesting for us, which occur among groups of travelling
cranes, machine tools and moving belts, but regardless of the situation inside these
groups.

Let us choose finally such a mapping which transforms the class

{C.L,M,G,B,2,} onto {C,L,M,G,B, 2}

where %, is subclass of 2, enclosing only those ordered pairs of elements sy, s,, ...
..., S30 Which remain after following identification of elements inside the sets C, L, M,
G, B,

Sy =S, =...=Sp=¢c,
Si1=S12= . =50 =1,
Syq = Spp == ... = S39 =M1,
$31 = 833 = ... = S35 =4,
S36 = S37 =...=Ss0 =D,

c Ry = (e, ey <6, I, e, g, (e, b, <UD, <L m), <1, gy, {my m), (m, g>,
{m, b, <g, 97, <g, b), <b, b)} .

obtained subsystem denote by &,

0
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At this distribution we are interested in only relations among respective kinds of
machines or devices (included relation with itself). Hence it is in fact a sequence of
direct work relation among individual workshops.

When further simplifying the relation £,

Ry = {<e, D, {e, gD, e, b), <lmy, <L gy, {m, g, <m, b), <g, b)}

bp =

o

we get subsystem &, graphically:

b

enclosing only work relations among workshops, but not those inside particular
workshops.

Time variable systems can be divided into subsystems also from time viewpoint.
This distribution plays often an important role.

Simple example: Let there be defined a system &, in time interval 4t < T as
follows:

Fr={Un, &>, Upr= {ap as, s, 04}, Ry = {F> G, H, Ry, Rz}

and let there exist following subintervals of interval At:
{ay, iy e F x At forevery t, €Aty
{aj, 1,y € G x At forevery t; e4t,
{ay, ti,) e H x At for every t;, € Aty
{az 1,>e G x At forevery t;, €4t
{az ti,»e G x At forevery t,€dt,
{az ti;p € H x At forevery 1, € Ats
{as, 1,7 € G x At forevery 1, €4t
(a3, 1,0 € G x At forevery t,eAt,
{as, ti;p e F x At forevery t; €Aty

{as ti> € H x At forevery t, e At
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Time changes of objects properties on the interval 4t can be illustrated by graph:

F 9
E—— — e A
| | |
|
¢ e SRS R —
a5 I r
Ho a1 ! 1.
L s T e
| ¥*At o
B -

{ay, ay, as, t;,> € Ry x At forevery t,edty
{ay, az, as, t;,) € Ry x At forevery t, €41,
{ay, as, ay, t;,y € Ry x At forevery t, €4t
{ay, as, a, 1;,y € Ry x At forevery ;€ 41,
{ay, az, ay, t;,y € Ry x At for every t;, € 4dt;
Chosen transformation let assign to an element F of set % its image such that
{ay, t;,,> € F x At just only for every t; € At;
and let further this mapping associate with an element G of set %y its image such that
{az, b,y € G x At just only for every t;, € 4t,
{as, t;,> € G x At just only for every t; € At;
to every element H of set %, its image so that
{ag, t;,» € H x At just only for every t; € 4t;
and to each element R, of set Ry its image so that
{ay, ay, as, t; > € Ry x At just only for every ¢, € dt,
{ay, as, ay, ;> € Ry x At just only for every ¢, € Aty
and finally to element R, of set #; as its image empty set. The subsystem defined
in this way is
Fr = (Up, Byy, Uy ={ay,ayas,as}, Ry ={F, G H R}
where

F involves at every moment t; € At; as its elements an object a; and no other
element from Uy,

G involves at every moment #; € 4t; as its elements objects a,, a; and no others
from Uy,
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H involves at every moment ¢, € 4t as its element an object a, and no other element
from Uy,

R, involves at every moment ¢, € A1, as its elements triples {a,, a,, as), {as, as, a;>
and no other triples from Uj.

Let us choose another transformation associating respective elements F, G, H, Ry,
R, € % their images so that F is associated with empty set

{ay, t;,y € G x At just only for every t;, € 4dt,
{ay t,> € G x At just only for every ¢, € dt,
{as, 1;,> € G x At just only for every t;, € 41,
{ag, t;,> € H x At just only for every t;, € A1,
{ay, a3, ay, t;,» € Ry x 4t just only for every t;, € 4t,
{ay, az, as, t;,) € Ry x At just only for every ¢;, € 41,
So there is defined subsystem
S =KUr, &7y, Up= {ah ay, as, ‘74} , Ay = {G’ H, Ry, Rz}

G encloses atevery moment t;, € 4¢, as its element objects ay, a, and no other
elements from Uy,

H encloses at every moment 1;, € 41, as its element object ¢, and no other elements
from Uy,

R, encloses at every moment t;, € 4t, as its element triple (a,, a3, a4) and no other

triples from Uy,

R, encloses at every moment ¢;, € At, as its element triple {a,, a5, a3» and no other
triples from U7.

Let us finally choose a mapping assigning to elements F, G, H, R;, R, € # their
respective images so that

{as, t;;> € F x At just only for every 1 € At;
{ap, t;,p e H x At just only for every t;, € 43 .
{ay, t;,> € H x At just only for every t;, € At
{ag, ;5 e H x At just only for every t;, € dt;3
the image of G is empty set,
{ay, a3, a;,1;,;) € Ry x At just only for every t;, € 4t,

the image of R, is empty set.
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In this way there is defined subsystem:
Py = UL, Ry, Uy ={ay, a5, as, a5}, Ry ={F, H R}

F has at every moment t;, € At; as its element object a; and no other element
from U7,

H has at every moment t;, € At; as its elements objects ay, a,, a, and no other
elements from Uy,

R, has at every moment 1, € At; as its clement triple {a,, a3, a;» and no other
triple of elements from Uy

It is obvious that just mentioned triple of mappings has enabled partition of
system & into three subsystems &7, &7, &7, which can be classified as “develop-
ment stages” of system &;. Original system has thus its “history”, which we can
describe precisely in time. Interval At can be divided, generally speaking, into n
ordered subintervals and with increasing »n even “ontology” of &; development
becomes greater.

Mentioned mapping can be chosen so that even time changes of “integral” system
& as to its origin or termination substantial propertics and relations would be
envolved in particular time periods.

Given specifications D1—-D12 may enable exact description of large, in time
developing, systems. These systems are called (perhaps not quite precisely) “dynamic
systems”’.

(Received February 25, 1981.)
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