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KYBERNETIKA — VOLUME / / (1975), NUMBER 5 

On the Minimum Time Problem in Linear 
Discrete Systems with the Discrete 
Set of Admissible Controls 

JlRf V. OUTRATA 

In this paper the minimum time problem for discrete linear systems with a discrete set of 
admissible controls is formulated and discussed. Neccessary conditions are stated in the form of 
a basic theorem. Using this theorem, a simple algorithm is developed for approximate solution 
of such problems. 

1. INTRODUCTION 

This paper can be divided into 3 main sections (§2, 3, 4). In §2 our basic problem 
is formulated. In the case of discrete set of admissible controls it is not possible to 
formulate the minimum time problem in the usual way [2]. Two possibilities of 
problem formulation are suggested with respect to two main methods for treatment 
of this problem. In §3 necessary conditions for the solution of the basic problem are 
stated in the form of a fundamental theorem. This theorem makes it possible to 
construct an algorithm which finds "desirable points" satisfying the necessary 
conditions in the finite number of iterations. This is done in §4. The suggested method 
is demonstrated on a simple example. 

2. PROBLEM FORMULATION AND PRELIMINARIES 

The following notation is employed: E" is the Euclidean n-space, | • || is the Eucli
dean norm, < •, • > is the scalar product, xJ is the y'-th coordinate of a vector x, AT is 
the transpose of a matrix A, E is the unit matrix. 

Given a linear dynamical system described by the difference equation 

(1) xi+1 = AX; + But, xteEn, uieEm, i = 0, 1, . . . , 



where xt is the state of the system and w; is the control applied to the system at time 369 
i, A resp. B is a [« X n] resp. [n x ;n] constant matrix. Let 

(2) x0 = x0 

be the given initial state of the system and 

(3) U = | « uJ = + —, 1 = 0 , 1 , . . . , feo, 7 = 1,2, ..., ml , 

where fc0 ^ 1 is a given integer, be the set of admissible controls. 

Basic problem (BP). Given the system (l), its initial state (2) and a certain "quasi-
terminal" state xT. Let o(xT) be any compact set with the point xT in its interior. 
Find the sequence of admissible controls {u0, ut, ..., wtT_i} for which 

(4) A*Tx0 + £ ^ - ' " ' . i i j e O ^ ) , 
;=o 

where kT 2: 1 is a finite integer and for all k, 1 <. k < kT 

A%+ i Ak~l~'But 4 0(xT) 
( = 0 

for any admissible control sequence {u0, „, , ..., «k_i}. 

The set o(xT) can be defined in various ways with respect to the physical inter
pretation of this mathematical model. Here we present two most important types of 
sets o(xT). It is the ball 

(5) B(xT, 5) = {x | ||x - xT|| S 3} 

and the polyhedron 

(6) C(xT, 5) = {x | t \x> - xT | < 3} . 
j = i 

If o(xT) is given by (6), it is possible to recast BP into the form of the sequence of 
mixed integer linear programs of the vast dimensionality (See [2]). If o(xT) is given 
by (5), it is possible to transcript BP into the form of the sequence of pure integer 
quadratic programs, where the dimensionality is less than in the last case, but still 
very high. 



370 Let us assume for simplicity, that xT = 0 and 0(£T) is given by (5). Then we can 
replace BP by the following sequence of problems. Find 

(7) min <xt, x*> 

subject to 

xk = Akx0 + XA*-''-1Bi.; , 
; = o 

u,eU 
forfc = 0 , 1 , . . . . 

Clearly, <xfc, xk} < 8 for fc = fcT and <xt, xk) > 8 for all k, 1 <, k < fcT. Let some 
fc be fixed. Then a necessary condition for the sequence {u0, u^, ..., uk-i) of admis
sible controls to be the solution of the problem 7 is stated in the following theorem. 

3. BASIC THEOREM 

Let [u0, u1, ..., Mjt-i} be the solution of the problem 7 for some fixed integer fc 
and X*. be the corresponding terminal state of the system (l). Then 

(8) (Pt+1, B A„;> + <B AM,, "Pi+1B AM,> < 0 

for all Aw,- for which M; + Au; 6 U, i = 0, 1, ..., fc — 1. The vector pt is the solution 
of the adjoint equation 

(9) pi = ATpi+1, i m 0, 1, . . . , fc - 1, 

with the terminal condition 

(10) pt = -2xt 

and the matrix "?",[« x n] is the solution of the matrix adjoint equation 

(11) fi = AJ'Pi+1A, i = 0, 1, ..., fc- 1, . 

with the terminal condition 

(12) _>*= -E. 

Proof. Suppose that (8) is false. Then there must exist a vector AM,-, «; 4- Aw,- e U, 
such that 

<.pi+1,BAui} + <_ .AM„ fi+iBAui) > 0 . 



The Axfe corresponding to AH ; is 

Axfe = Ak~i-1BAui. 

For the corresponding variation of the cost functional we can write 

A<xfe, xfe> = 2(xk,A
k-i-lBAui

s) + (Ak'i-iB A«„ Ak~l-lB AM;> = 

= -[<_»„, .4*"'-1BA«,> + <A*~ i_1BAw„ _>*__*-'-1BA„.>] = 

= - [<_» ,+ I .BAII . ) + < B A M „ fi+1BAUi}~ < 0 . 

It is evident, that if we apply the control sequence {M0, M,, ..., ut + Auh ..., Mfe_1}, 
then 

<xfe + Axfe, xfe + Axfe> < <xfe, xky 

for the corresponding state xk + Axk of the system (l). However, this is a contradic
tion with the optimality of {fl0, M1; ..., iik-i), q. e. d. 

The state Mfe corresponding to the sequence {uQ, uu ..., uk-i} is compared with 
states xk, which we get by admissible variation of {M0, M1; ..., Mfe_!} only at one 
stage i. Let us vary the sequence {M0, ut,..., Mfe_j} in all stages i = 0, 1, ..., k — 1 
by admissible variations AM;. Then 

(13) A<xfe, xfe> = - £ [<p ; + 1 , B AM;> + <B A«„ $i+1B AM;> + 
i = 0 

+ 2<AAx ;, _>
;+1_}AM;>] , 

where p ; resp. •I8',- are given by (9) resp. ( l l ) . This variation of the cost functional 
cannot be decomposed into the convenient form (8). If it were possible, we could get 
the sufficient condition for the solution of the problem (7) with fixed k in the very 
constructive form. However, we shall use the basic theorem as it is and hope, that 
this necessary conditon will be strong enough to obtain a good approximate solution. 

4. NUMERICAL METHOD FOR SOLVING THE PROBLEM (7) 
WITH FIXED k 

Algorithm A 

1. Select some sequence of admissible controls {w0, u<, ..., Mfe_!}. 

2. Set i = 0. 



3. Compute the corresponding trajectory {x0, xx, x2, ..., xk} resp. multipliers 
Pi, Pi, •••> Pk r e sP- matrices ¥1, ¥2, ..., ¥k according to (l), (2) resp. (9), (10) 
resp. (11), (12). 

4. Solve the following problem of discrete quadratic programming 

max«p i + 1 ,SAM;> + <£ Auit ¥i+1B Aw;» 
subject to 

W; + AW;6 U 

and store the solution Aut. 

5. Set M; = i7j + AS;. 

6. If i < fc — 1, set i = i + 1 and go to step 3, else go to step 7. 

7. If AS; = 0 for i = 0, 1, ..., k — 1, go to step 8, else go to step 2. 

8. Set u{ = w; for i = 0, 1, ..., k - 1, x, = xs for i = \,2,...,k and stop. 

Theorem. Algorithm A constructs the finite sequence of sequences {u0, ul,..., uk + 1}, 
where the last one satisfies the necessary condition stated in the basic theorem. 

Proof. It is evident that the computation terminates if and only if the sequences 
{i70, ~1( ..., Ufc_[} and {x0, xu x2,..., xk} satisfy the basic theorem. The algorithm 
cannot cycle, because only such suitable variations Aut are performed for which the 
value of the cost function <xfc, xfc> decreases. As the number of feasible controls is 
finite, the algorithm will terminate in a finite number of iterations, q.e.d. 

Remark. One iteration of the algorithm A terminates by the jump from the step 7 
to the step 2. 

The algorithm A has two disadvantages. First, we do not known any suitable esti
mate for the distance between xk and the exact solution xE of problem (7). However, 
we can profit from the following fact. Let 

(14) Ui = {u | - 1 < u1 S 1 , j «- 1, 2 , . . . , m} 

and x* be the solution of the problem (7) with fixed k and U replaces by Uj. The 
point x# can be easily obtained for instance by the contact function method [3; 4] . 
Now let Rk(x0) be the reachable set of the system (1) at the /c-th stage in case of the 
set of admissible controls U,. Now, clearly, if 0 £ Rk(x0), then 

(15) INI ̂  IM ^ |**| 
and if 0 e Rk(x0), then 

(16) 0 < ||xE|| <. \\xk\\ . 



Thus, we can estimate the quality of the approximate solution xk in comparison with 
the exact solution x* of the problem (7) with U replaced by Uv The second dis
advantage of the algorithms A is a rather complicated implementation of the step 4. 
We must solve the pure integer quadratic program of low dimensionality fc-times 
at each iteration. With respect to this low dimensionality, the bound and branch 
method can be applied in connection with some effective algorithms for quadratic 
programming [ l ] . For alternative approach see [6]. 

Now we shall demonstrate the suggested method on a simple example. Let 

u j e { - l , -0 -8 , -0 -6 , -0-4 , -0-2 , 0, 0-2, 0-4, 0-6, 0-8, 1} , j = 1,2. 

We have to solve BP, where 0(xT) = {x e E2 | |[ x [| = 0-3}. 

For k = 1 and u0 = the following problem is obtained from the basic theorem 

min(0-72/2 + 0-52J2 + 112/J + 22-8/ + 19-2J) 

subject to — 5 = I, J = 5,1, J integers. 
This problem is solved by J = J = - 5. Therefore 

fib = I ~ j l , *. = H = xE = x^o(^T). 

For k = 2 and u0 = \ , ut = and i = 0, we have to find 

min(0-65/2 + 051 J 2 + 115/J - 3-91/ - 35J ) 

subject to 0 ^ /, J = 10, /, J integers. 
This problem is solved by / = 1, J = 2. Therefore corresponding 

-[:£]•'-[::]• - [ : - ] • 
After recomputing the equation (9) for the new terminal condition, we get for i = 1 

min (0-72/2 + 0-52J2 + 1-2/J - 0-311 - 0-3J) 

subject to 0 ^ / , J = 10, /, J integers. 
This problem is solved by / = 0, J = 0. 



In the second iteration we get for i = 0 

min (065E + 0-51J2 + 115IJ - 0-31/ - 029./) 

subject to - 1 = I ^ 9, - 2 g J = 8, /, / integers. 
This problem is solved by / = 0, J = 0 and we are done. Clearly, u0 = «0, ut = uu 

x2 = x2 e o(xT), 0 S \\xE\\ ^ 0-24. 
On this simple example we can easily realise how much work we spare by using 

the basic theorem. If we wanted to solve this example for k = 2 by complete testing 
of all admissible sequences {u0, ..., uk^t}, we should have to compute 14 641 (H 4 ) 
norms of obtained states x2 of the system (17). By application of the basic theorem we 
reduced this vast amount to 363. The additional work (solving equations (9), (11)) 
is quite negligible. 

5. CONCLUSION 

The BP can be easily recast into the form of discrete programming problem, as 
it was mentioned above. From this point of view the basic theorem is based on same 
ideas as all kinds of discrete maximum principles. It makes use of the special structure 
of the constrained set in the discrete programming, given by the system description 
(1), to decompose the original high dimensional problem of discrete programming 
into the series of low dimensional ones. "Finite" variations must be used as well 
as in the quasimaximum principle [5]. On the other hand, the basic theorem is the 
second order condition, because the first order condition would be quite useless. 

The author wishes to thank Ing. Z. Vostry CSc. for some important ideas and helpful comments 
during the development of the material reported above. 

(Received February 20, 1975.) 

REFERENCES  

[1] P. Wolfe: The Simplex Method for Quadratic Programming. Econometrica 27 (1959), 3, 
382-398 . 

[2] M. D. Canon, C. D. Cullum and E. Polak: Theory of Optimal Control and Mathematical 
Programming. McGraw Hill, N. Y. 1970. 

[3] E. G. Gilbert: An iterative procedure for computing the minimum of a quadratic form on 
a convex set. SIAM J. Contr. 4 (1966), 1, 6 1 - 8 0 . 

[4] J. V. Outrata: Numericke pfistupy kcasove optimalnimu fizeni diskretnich systemu. Research 
report UTIA CSAV, 1974. 

[5] A. I. Propoj: Elementy teorii optimalnych diskretnych processov. Nauka, Moskava 1973. 
[6] H. P. Kunzi, W. Oettli: Integer Quadratic Programming. In: Recent Advances in Mathe

matical Programming. McGraw-Hill, N. Y. 1963. 

Ing. Jifi V. Outrata; Ustav teorie informace a automatizace CSA V (Institute of Information 
Theory and Automation — Czechoslovak Academy of Sciences), Pod voddrenskou ve~zi 4, 180 76 
Praha 8. Czechoslovakia. 


		webmaster@dml.cz
	2012-06-05T01:46:28+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




