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Summary. In this work, we get a combinatorial characterization for maximal generalized 
outerplanar graphs (mgo graphs). This result yields a recursive algorithm testing whether 
a graph is a mgo graph or not. 
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1. INTRODUCTION 

The main concept of this paper was introduced by Sedlacek in [6]. He defined gen
eralized outerplanar graphs as graphs with a planar representation such that, at least, 
one end-vertex of each edge lies on the outer face. Also, he gave a characterization 
in terms of forbidden subgraphs (see Figure 1). 

Clearly, this is a way to generalize the well-known concept of outerplanar graph. 
These two kinds of graphs have been used in the design of printed boards where it 
is required that all terminals (or one end-terminal of each wire) be placed on the 
periphery of the chip of the board [3]. 

Of course, it would be very useful to get linear algorithms for recognizing outerpla
nar and generalized outerplanar graphs. The former was obtained by Mitchell in [4], 
and, in this paper, we present a linear algorithm for the recognition of maximal gen
eralized outerplanar graphs since a test whether a graph is generalized outerplanar 
or not, easily follows from our algorithm. 

A maximal generalized outerplanar (mgo) .graph is a generalized outerplanar graph 
such that no edge can be added without violating this property. 
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Figure 1. The forbidden subgraphs of Sedlacek 

We will use [1] for the common graph notation, except for using the terms vertex 

instead of point, and edge instead of line. Nonetheless, let us recall some helpful 

concepts. 

A graph G is 2-connected when at least two vertices of G must be removed to 

disconnected it; if there are two vertices, u and v, of G such that their removal 

disconnects G, we call them a separation pair. The graph induced by u, v and 

the vertices of the connected component of G - {u,v} is called a split graph. A 

2-connected graph with no separation pair is said to be 3-connected and a maximal 

3-connected subgraph is called a 3-component. 

Also, we mention a special kind of graphs. For n > 4, the wheel W„ is defined to 

be the graph K\ + Cn-\. In [7], Tutte showed that every 3-connected graph either 

is a wheel or can be built by a sequence of the following two operations over Wn: 

1. Add a new edge. 

2. Replace a vertex w having a degree at least 4 by two adjacent vertices w' and 

w" such that each vertex formerly joined to w is joined to exactly one of w' and 

w" so that in the resulting graph, w' and w" have a degree at least 3. 

2. T H E RESULTS 

The previous result yields 

L e m m a 1. A 3-connected maximal generalized outerplanar graph is a wheel. 
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P r o o f . If we try to construct a mgo 3-connected graph from a wheel by ap

plying the two Tutte's operations then we realize that we are just allowed to add an 

edge between two non-consecutive vertices of the periphery of the wheel but this new 

graph is not generalized outerplanar because it contains a subgraph homeomorphic 

to the forbidden subgraph Gi 0 (see Figure 1). 

On the other hand, the only vertex with a degree at least 4 is the center of the 

wheel, so we can apply operation 2 just to this vertex. But, again, we obtain a non-

planar graph or a graph which contains a subgraph homeomorphic to the Sedlacek 

subgraph G n (see Figure 1). D 

After we have characterized 3-connected mgo graphs, it is straightforward to check 

the characterization in the 2-connected case. 

Lemma 2. The only 2-connected maximal generalized outerplanar graph without 

3-components is K3. 

P r o o f . There exists only one 2-connected graph with 3 vertices: K3, it has no 

3-components and it is mgo. So, consider a graph G with at least four vertices. In 

an outerplane embedding of G, if all vertices lie in the exterior face then the graph 

is outerplanar, and it is easy to check that an outerplanar graph with at least four 

vertices cannot be mgo. 

Thus, there exists a vertex which does not lie in the exterior face but this vertex 

must be joined only with the vertices vi,...vn of the exterior cycle (every edge has 

an end-vertex on the exterior face). Without loss of generality, we can suppose that 

the vertices v%,.. .«„ are consecutive in the cycle. 

Now, if the edge t>iun exists, then the graph has a 3-component and if the edge vivn 

does not exist, then G is not maximal because G + v%vn is generalized outerplanar. 

So, there are no graphs with at least four vertices under the conditions of the lemma, 

and we have the proof. 

D 

Now we are ready to solve the general case. 

T h e o r e m 3. Let {u, v} be a separation pair of a 2-connected graph G that splits 

the graph in G j , . . . ,GP. G is a mgo graph if and only if the following four conditions 

are satisfied: 

1. uv is an edge of G\, . . . ,GP. 

2. Gi , . . . ,GP are mgo graphs. 

3. At most two of the components G i , . . . ,GP are not isomorphic to K3. 

4. JEacJi G i , . . . ,GP has a generalized outerplane embedding such that the edge uv 

belongs to the exterior face. 
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P r o o f . Assume that G is a 2-connected graph and {u, v} is a separation pair. 

Let Z be the exterior cycle of a generalized outerplane embedding of G. Since this 

cycle connects the graph, the vertices u and v belong to Z. liu and v are consecutive 

in Z then the edge uv exists, otherwise, since the endvertices of every edge are in the 

same split graph, the maximality of G implies that the edge uv belongs to G and so, 

it belongs to G i , . . . , Gp (condition 1). 

Condition 2 follows from the fact that G j , . . . , Gp inherit the mgo property of G. 

By virtue of Lemma 2, all but at most two of the components G\, • • • ,GP are 

isomorphic to K3. On the other hand, if Gi , G2 and G3 are different from K3 then 

G3 must be embedded in an internal face of either G\ or G2 and so, G would not be 

generalized outerplanar (condition 3). 

Clearly, u and v lie on the exterior face of the embedding of G; (1 ^ i < p) induced 

by the generalized outerplane embedding of G. If u and v are not consecutive in the 

exterior cycle then we can split G; into a new 2-connected component and a K3. 

Thus, uv belongs to the exterior cycle and condition 4 holds. 

Conversely, we build the generalized outerplane embedding of G in the following 

way. Consider two components, G' and G", such that they are not simultaneously K3 

(see condition 3), and its generalized outerplane embedding such that uv belongs to 

the exterior cycle (see condition 4). Merging their planar representations, we obtain 

a generalized outerplane embedding of G' U G" and also, if G' and G" are maximal 

then this new graph is maximal as well. Now, we can join components isomorphic 

to K3 losing neither the maximality property nor the generalized outerplanarity 

property. • 

3. T H E LINEAR ALGORITHM 

Theorem 3 is the result we need to design a recursive algorithm for testing whether 

a graph is mgo or not. Roughly speaking, the algorithm works in the following way: 

it splits the input graph into two 2-connected components, checks conditions 1 and 3 

of Theorem 3 and recursively uses these components as input. During the backtrack 

of the algorithm, condition 4 is tested and the recursion ends when the situation of 

Lemma 1 or Lemma 2 occurs. 

One important step of the algorithm is to find the 3-component of the input graph. 

The linear algorithm of Hopcroft and Tarjan (see [2]) can be used to do this. Also, 

in [5], the authors choose to explore the graph by using depth-first search (DFS) and 

this is the method that our algorithm uses. 
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M G O - T E S T Algorithm. Let G be a 2-connected graph with M vertices 

having a list of vertices V and edges E. Let us suppose that all vertices are labelled 

with 'interior'. 

Step 1: If [£"| > 3M - 6 then G is not mgo and stop. If G = K3 then G is mgo and 

stop. Otherwise: 

Step 2: Using DFS, check whether G is 3-connected. 

1. G is 3-connected. Check whether G is a wheel (the degree of M - 1 vertices is 

3). If it is not then G is not mgo and stop. Else: 

(a) G = K4. G is mgo if and only if there exists a vertex labelled 'interior'. 

Stop. 

(b) G 7̂  K4. G is mgo if and only if the vertex with a greater degree is labelled 

'interior'. Stop. 

2. G is not 3-connected. Look for a separation pair {u,v} of G. If uv tf- E then 

G is not mgo and stop. Else, build split graphs G\,...,Gv labelling u and v as 

'exterior' in each G;. Except one or two, all the graphs Gi,...,Gp must be K3, 

or G is not mgo and stop. If G' and G" are such graphs then G is mgo if and 

only if both G' and G" are mgo. 

Step 1 ensures that we are not in a trivial case. In 2.2, we define a recursion loop 

that splits the input graph, checks whether there are the correct number of K3 and 

deletes them. The condition for ending this recursion is in 2.1 where the algorithm 

checks whether we have a wheel and whether its center can be placed not in the 

exterior face. 

Theorem 4. To test whether a graph is mgo or not, needs time 0(n) with the 

MGO-TEST algorithm, and this is optimal. 

P r o o f . Clearly, the step that dominates the calculation is to check by DFS 

whether the graph is 3-connected. The cost of this test is 0(n), which completes the 

proof. • 
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