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Czechoslovak Mathemat ica l Journal, 44 (119) 1994, P r aha 

ON THE SOLUTION SET OF NONCONVEX SUBDIFFERENTIAL 

EVOLUTION INCLUSIONS 

NlKOLAOS S. PAPAGEORGIOU, Me lbourne 

(Received July 23, 1992) 

1. INTRODUCTION 

The purpose of this work is to investigate the nonemptiness and density properties 

of the solution set of the evolution inclusion 

J -x(t) e d(f(t, x(t)) -f ext F(t, x(t)) a.e., 1 
( 1 ) \ x(0)=x0. J 

Here extF(l,.T) stands for the set of extreme points of the orientor field F(t,x). 

This evolution inclusion is important in control theory, in connection with the "bang-
bang" principle. 

First we show that under certain continuity hypothesis on the orientor field F(t, •), 
the solution set of the multivalued Cauchy problem (1) is nonempty. Subsequently 
by strengthening the hypothesis on F(t, •) to Hausdorff Lipschitz continuity, we show 
that the solution set of (1) is a dense, G^-set (i.e. a residual set) in the solution of 

f ~x(t) e d(p(t,x(t)) + F(t, x(t)) a.e., ) 

{ x(0) = x0. J 

Our work here extends Theorem 4.1 of DeBlasi-Pianigiani [9], who studied differ
ential inclusions in reflexive spaces, with no subdifferential term present and with 
the orientor field being compact (see hypothesis H', p. 486) or jointly continuous 
and satisfying a Lipschitz condition involving the Kuratowski measure of noncom-
pactness (see hypothesis K, p. 488). Their hypotheses, preclude the applicability of 
their work to partial differential equations with multivalued terms and in particular 
to distributed parameter control systems. However, their techniques and methods 
are very interesting and have inspired our approach in this paper. Our density result 
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extends theorems 5.1 and 5.2 of [21], where the orientor field was of special type 

and instead of cxt F(t,x) versus F(t,x) that is considered here, we had F(t,x) ver

sus coiwF(t,x) (i.e. a standard "relaxation theorem"). In the last section, we use 

our result from this paper to establish a "bang-bang" type property for a class of 

nonlinear parabolic control systems with control constraints. 

2. MATHEMATICAL PRELIMINARIES 

Let (IH,S) be a measurable space and A" a separable Banach space. Throughout 

this paper we will be using the following notations: 

Pf(c)(X) — {AC X: nonempty, closed, (convex)} 

and P(w)k(c)(X) — {A C X: nonempty, (weakly-)compact, (convex)}. 

A multifunction (set-valued function), is said to be "measurable" if and only if 

for all x G X, the R+-valued function to i-> d(x,F(u)) = inf{||.r - z\\: z G F(LJ)} is 

measurable. Next let /t(-) be a finite measure defined on (f),E). By SF1 ^ p ^ oo, 

we will denote the set of measurable selectors of F(-), that belong in the Lebcsgue-

Bochncr space D>(X)\ i.e. SP
F = {/ G LP(X): f(u) G F(u) /i-a.e.}. In general 

this set may be empty. However, using Aumann's selection theorem (see for example 

Wagner [24], Theorem 5.10), we can easily check that for a measurable multifunction 

F: ft —> Pf(X), the set SF is nonempty if and only if LJ H-> inf{||:r||: x G F(UJ)} G L+. 

Let (p: X -» U = IR U {+00}. We will say that ip(-) is proper if it is not identically 

-f-00. Assume that p(-) is proper, convex and lower scmicontinuous (l.s.c.) (usually 

this family of R-valued functions is denoted by To (A")). By doni(D, we will denote the 

effective domain of <p(-)', i.e. doni(D = {x G Ar: ip(x) < -f-00}. The subdifferential of 

ip(-) at x, is the set dp(x) = {x* G Ar*: (x*,y - x) ^ p(y) - <p(x) for all y G dom<^} 

(in this definition by (•, •) we denote the duality brackets for the pair (X,X*)). It 

is well-known that if p(-) is Gateaux differentiable at a point x G A", then dp(x) = 

{(p'(x)}. We say that (D G Vo(Ar) is of compact type, if for every AG IR+, the level 

set {.7: G A': ||x||2 + ip(x) ^ A} is compact. 

Recall that on Pj(X), we can define a generalized metric, known in the literature 

as Hausdorff metric, by setting for A, D £ P/(X) 

h(A, D) = max sup d(a, D), sup d(b, A) 
\-nCA han -aЄЛ ЬЄB 

where d(a, D) = inf {||a -b\\: b e D} and d(b, A) = inf {\\b - a\\: a G A}. It is well-

known (see for example Klein-Thompson [15]), that the metric space (Pf(X)Ji) 
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is complete. A multifunction F: X -> P/(X) is said to be Hausdorff continuous 

(/i-continuous), if it is continuous from Ar into the metric space (Pf(X),h). 

If Y, Z are Hausdorff topological spaces and G: Y -> 2Z \ {0}, we say that G(-) is 

upper semicontinuous (u.s.c), if for every U C Z open, G+(U) = {ij G Y: G(y) C U} 

is open (see Klein-Thompson [15]). 

Now let T = [0, b] and H a separable Hilbert space. By a "strong solution" of 

(1) (resp. of (2)), we mean a function x(-) G C(T,H) s.t. x(-) is absolutely con

tinuous on any closed subinterval of (0,b), x(t) G D(A) a.e. on (0,b), x(0) — xo 

and -x(t) G d<p(t,x(t))+f(t) a.e. with / G -?£(.,*(.)) (resp. / G S'^tFiM^). Recall 

that an absolutely continuous function x: (0, b) -•> A" is strongly differentiable almost 

everywhere, so in the above inclusion x(-) is the strong derivative of x(-). 

Following Yotsutani [2G], we will make the following hypothesis concerning ip(t,x) 

and it will be valid throughout this work: 

H(p): <p: T x H ^R = RU {+00} is a function s.t. 

(1) for every t G T, (p(t, •) is proper, convex, l.s.c. (i.e. ip(t, •) G VQ(FI)) and 

of compact type, 

(2) for any positive integer r, there exists a constant Kr > 0, an absolutely 
continuous function gr : T -> R with gr G L@(T) and function of bounded 
variation hr:T -> R s.t. if t G T, x G dom(/?(£,•) with ||.T|| ^ r and 
5 G [t,b], then there exists T G doni(D(«s, •) satisfying 

II* ~ * K |̂ r(s) - gr(0| ( |^,X)| + Kr)
a 

and (D(s,a:) ^ <p(t,x) -f |/ir(s) - /ir(f)|(<p(t,a;) + Kr) 

where a G [0,1] and /3 = 2 if a G [0,1/2] or /J = 1/(1 - a) if a G [|, 1]. 

R e m a r k s. (a) This hypothesis is more general than the one used by Watan-
abe [25]. 

(b) If p(t, •) = (/?(•) G Vo(H) (i.e. there is no ^-dependence) and (D(-) is of compact 
type, then it is clear that hypothesis H(ip) above is automatically satisfied. So The
orem 3.1 of this paper also improves Theorem 3.1 of Kravvaritis-Papageorgiou [1C]. 

In what follows by Se(x0) (resp. S(x0)) we will denote the set of strong solutions 
of (1) (resp. of (2)). 
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3 . AN EXISTENCE THEOREM 

In this section we establish the nonemptiness of the solution set Se(x0) ("extremal 
solutions"). To this end we will need the following hypothesis on the orientor field 
F(t,x). 
H(F): F.T x H -> Pwkc(H) is a multifunction s.t. 

(1) t —> F(t,x) is measurable, 
(2) x -> F(t,x) is li-continuous, 
(3) \F(t,x)\ = sup{||u | |: y G F(t,x)} ^ a(t) + (3(t)\\x\\ a.e. with <*(.),/*(•) G 

L\. 
H0'. x0 G doui(D(0,-). 

Let LW(H) denote the Lebesgue-Bochner space Ll(H) equipped with the norm 
\\x\\w = sup || J x ( r ) d r | | ("weak norm"). Also from Yotsutani [2G], we know 

o ^ s ^ ^ 6 
that given / G L2(H), the Cauchy problem -x(t) G dp(t,x(t)) + f(t) a.e., x(0) = x0, 
has a unique strong solution p(f)(-) G C(T, II). The next proposition establishes the 
continuity of p(-) with respect to the weak norm on L2(H). 

Proposition 3.1. If {fn, /}n^i C L2(H), fn ->" / and sup | | / U | |L-(//) < oo, then 

p(fn)-+p(f)inC(T,H). 

P r o o f . First we will show that fn 4 / in L2(H). To this end let s(-) G IV2(II) 
be a step function; i.e. 

s ( ť ) = zЗx( t--i. t-)( ť)W f c-
fc=i 

Then we have: 

l ( / n - L s ) Ł - ( я ) l < è Г (Ш~f{s))ds 
fc=i Jь-i 

N 

< ll/n - /IL • Ц ИUfcll "*• ° a s N "* то-

f̂c 

fc=i 

Because step functions are dense in L2(H), we conclude that fn^f in L2(H). 

For economy in the notation, let xn = p(fn) and x = p(f). Exploiting the mono-

tonicity of the sub differential operator, we get 

( - xn(t)+x(t),x(t) - xn(t)) < (fn(t) - f(t),x(t)-xn(t)) a.e. 

=> l^W^it) - x(t)\\2 ÍC ||/n(í) - /(OH ' I M O - *(i) | | a.e. 

-=> i | | a ; n (0 - a;(ř)||2 < f ||/n(s) - /(«)II • I M * ) - *00 ds . 
^ Jo 
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Applying Lemma A.5, p. 157 of Brezis [7], we get 

| M * ) - * ( 0 I | S S / \\fn(s)-f(s)ds. 
Jo 

Since fn 4 / in L2(H), there exists Mx > 0 s.t. | | /n | |2 , | | / | |2 ^ Mx. So we have 

for all t G T and all n ^ 1 

IMOII ^ ll̂ lloo + 2\/o"Mi = M2 < co. 

Also from Yotsutani [26] (inequality (7.9), p. 645), we have that there exists M3 > 

0 such that for all n ^ 1 and all t G T 

<p{t,xn(t)) ^ M 3 

(the constant M3 depends only on the variation of h (var(li)) and on ||g||^, Mu x0 

and (D(0,;vo))- So for all t G T 

{xn{t)}n>i Q{z£H: ||-||2 + v(t,z) < Ml + M3 = M4} 

^ ^I l inWHdT 

1/2 

-=-> {x,i(0}n^i is compact in H (recall that (/?(£, •) is of compact type). 

Also if s, L G T, 5 ^ 6, we have 

IknW -Tn(5)| | = / xn(r)dr 

= j\[stt](T)\\xn(T)\\dT <VT^s(j*\\xn(T)\\2dTy 

(Cauchy-Schwartz inequality). 

But from Yotsutani [26] (see Lemma 6.H, p. 644), we have that 

SUp||£n| |L2(//) = M 5 < 00 . 
n^l 

Hence we deduce that {.xn}n^i C C(T,H) is equicontinuous. 

Thus invoking the Arzela-Ascoli theorem, we have that {xn}n^i is relatively com

pact in C7(T,H). Furthermore since { i n } n ^ i is L2(H)-bounded, it is relatively se

quentially weakly compact. So by passing to a subsequence if necessary, we may 

assume that xn -> y in C(T, H), while xn A v in L2(H). It is easy to see that v = y. 

Let $ : T2(H) -> R = R U {+oo} be defined by 

Ф0) = 
' / > ( « , ! ( * ) ) dť i{<p(;x(-))£LHT), 

+ 00 otherwise 
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(note tliat from Lemma 3.4, p. G29 of Yotsutani [26], for every x: T -> H measurable, 
t -» (p(t,x(t)) is measurable). It is well known (see for example Yotsutani [2G], 
Lemma 4.4), that 

d$(x) = {v G L2(H): v(t) G 0^(t,x(t)) a.e.}. 

Then for every n >̂ 1, we have 

[vn,—xn - fn] G Gr9$ . 

But recall that Grd<f> is dcmiclosed (i.e. sequentially closed in L2(H) x L2(H)W: 

see for example Brezis [7]). Since [xn, —xn — fn]
 b^iv [y, -y — f] in L2(H) x L2(H), we 

have [u, -y - f] G Gr * =* - y ( 0 G 5(D(l, ?/(>)) + /(*) a.e., u(0) = .r0 =.>•*/ = p(f) = T. 
Hence every subsequence of {P(/7l)}n^i has a further subsequence that converges to 
p(f) in C(T, H). Therefore p(/n) -> p(f) in C(T, H). D 

Using this continuity result we can have the following existence theorem for Cauchy 
problem (1). 

Theorem 3.1. If hypotheses H(ip), H(F) and LJ0 hold, then the solution set 

Se(x[j) of (1) is nonempty. 

P r o o f . First we will establish an a priori uniform bound for the elements in 

S(x0) C C(TJI). So let x(-) G S(x0) and let y(-) G C(T,H) be the unique solution 

of the evolution inclusion 

(-y(t)£^(t,y(t)) a.c.,1 

1 1/(0) = a:0. J 

The existence of y(-) is guaranteed by the result of Yotsutani [2G]. As we did in 

the proof of Proposition 3.1, by exploiting the monotoniaty of the subdiffercntial 

operator and using Lemma A.5, p. 157 of Brezis [7], we get 

IWO-J/WIK fwmWte < I (a(s) + ,5(s)\\x(s)\\) ds 
Jo Jo 

where / G S'j?, ,. ̂  and —x(t) G D(f(t,x(f)) + f(t) a.e. Hence we have 

ll*WII < lliVllc-(T.H) + / ' (a(s) + li(s)\\x(s)\\) ds , tET. 
Jo 

Applying Gronwall's inequality, we deduce that there exists M\ > 0 s.t. if ./(•) G 

S(XQ) and t e T, then 
lk(t)IKA/,. 
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Hence without any loss of generality, we may assume that |F(t,:T)| ^ sup{||?/||: 
y E F(t,x)} ^ ij)(t) a-e- w-^b </>(*) G L]_ (just consider instead F(t,x) = F(t,pMi(x)), 

with PA/I (*) being the Mi-radial projection and use hypothesis H(F)(3)). Set B(ip) = 

{u E L'2(H): \\u(t)\\ < ip(t) a.e.}. Let A' = p(B(ip)), where p(-) is the solution map 
as in Proposition 3.L We claim that K is relatively compact in C(T,H). To this 
end let x(-) E A' and t < t'. We have 

\W)-x{t)\\<f \\i(s)\\ds ^ ( ^ X[£tt'] (s)2 d-s ) V 2 ( ^T6 ||±(s)||2 ds ) 1 / 2 

<(* ' -t)^2M2 

since from Yotsutani [2G] (Lemma 6.11), we know that there exists M2 > 0 s.t. for 
all x E A' ||ii|L^(Iy) ^ M2. Hence we have established that K is equicontinuous. 

Next let K(t) = {x(t): x(-) E A"}. Recall (see Yotsutani [2G] (inequality (7.9), 
p. 645)) that there exists AI3 > 0 depending only on the total variation of h, on 
||/y||L/*, on 11̂ 1,2> on Mi, on xo and on <p(0,xo), and 

^(t,x(t)) ^M3. 

Hence K(t) C {x E FI: ||a;||2 + y(t,x(t)) ^ Mf + M3 = M4} and the latter 
is relatively compact in H, since by hypothesis H((p), <p(t,-) is of compact type. 
Therefore K(t) is compact in H. Thus by the Arzela-Ascoli theorem, we get that 
A' is compact in C(T,TI). Set Iv = convAT. From Mazur's theorem, we know that 
A E Pkc(C(T,H)). Observe that S(x0) C K. 

Now let R: K -> Pwkc(L
l(H)) be defined by 

* ( » ) = # < , - < • ) > • 

Apply Theorem 1.1 of Tolstonogov [23], to get o: Iv -> LW(H) a continuous map 
such that O(u) E ext R(y) = ^extF(- ?/(•)) ( s e c Benamara [6]) for all H E Iv (recall that 
L\L,(H) denotes the Lebesgue-Bochner space L}(H) furnished with the norm \\h\\w = 

sup || J /t(s) els ||). Then consider the map v: K —> K defined by v = pog. 
O^t^L'^b 

Using Proposition 3.1 above, we get that v(-) is continuous. Apply Schauder's fixed 
point theorem to get y E K s.t. v(y) = y. Clearly then y E Se(xo) --=> Se(x0) ^ 0. 

D 

R e m a r k. Note that ext F(t, x) need not be a closed set and x -> ext F(t, x) is 
not necessarily a lower semicontinuous multifunction. Hence Theorem 3.1 improves 
the corresponding existence results of Kravvaritis-Papagcorgiou [16] and Papageor-
giou [21]. 
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4 . A BAIRE CATEGORY TYPE THEOREM 

In this section we show that the set Se(x0) is residual in S(XQ); i.e. it is a dense, 

G,5-subset of S(x0). Recall (see Papageorgiou [21]) that S(x0) G Pk(C(T,H)). 

Our approach uses the Choquct function of the orientor field F(t, x). This method 

was used recently by DeBlasi-Pianigiani [9], who showed that the Choquct theory of 

extreme points of compact convex sets, is the right tool in the study of nonconvex 

differential inclusions. 

So let {x*k}k^i C H, ||.T£|| = 1 be a sequence which is dense in the unit sphere 

of H. Following Choquet [8] and DeBlasi-Pianigiani [9], we define a function ^yF: 

T x H x H - * R = R u {+00} by 

<yғ(t,x,v) = < 

+00 v$F(t,x). 

Let Aff(K) = {the set of all continuous affine functions a: H —•> R}. Let 7 F : 

T x H x H - > R u {-00} be defined by 

^F(t,x,v) = mi{a(v): a G Aff(K) and a(z) ^ ^F(t,x,z) for all z G F(t,x)}. 

(As always, inf 0 = -00) . 

Then the Choquet function o>: T x H x H —> RU {-00} corresponding to the 

orientor field F(t,x), is defined by 

5F(t,x,v) =jF(t,x,v) -yF(t,x,v). 

Then next proposition establishes the properties of 6p(t,x,v) that we will need in 

the sequel (see also DeBlassi-Pianigiani [9], Proposition 2.1, p. 473). 

Propos i t ion 4 .1 . If hypothesis H(F) holds, then 

(i) (t,x,v) -> 5p(t,x,v) is measurable, 

(ii) (x,v) -> 5F(t,x,v) is u.s.c, 

(iii) v -> 6F(t,x,v) is concave and is strictly concave on F(t,x), 

(iv) 0 ^ SF(t,x,v) ^ 4a(l)2 + 40(t)2\\x\\2 a.c. for all (t,x,v) G G r F , 

(v) 6F(t,x,v) = 0 if and only if v G extF(t,x). 

P r o o f . (i) From Theorem 3.3 of Papageorgiou [18], we know that because 

of hypotheses H(F)(1) and (2), (t,x) -> F(t,x) is measurable. Hence G r F = 

{(t,x,z) G T x H x H: z G F(t,x)} G B(T) x H(H) x B(H), with H(T) (resp. 
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17(H)) being the Borel cz-field of T (resp. of H). Using this fact and the definition of 

lF(t,x,v), it is clear that (t,x,v) -> 1p(t,x,v) is measurable. Furthermore because 
of the closedncss and the convexity of the set F(t, x), it is evident that 7F(£ , X, •) is a 
l.s.c. and convex function. Hence using Lemma 2.1 (i) of Hiai-Umegaki [13], we get 
that for every :r* G H 

(t,x) -> ilF(x*)(t,x) = sup [lF(t,x,z) - (x*,z):z G F(t,x)] 

is a measurable function. 
Now observe that 

lF(t,x,v) = inf [(x*,v)+ilF(x*)(t,x): x* G H]. 

Fix (t,x) G T x H. Then the set F(t,x) equipped with the weak topology is a 
compact metrizable set. Let 0x*(t,x)(-) = 1F(t,x,-) — (x*,-). Our claim is that if 
x* --> x* in H, then 6x*(t,x)(') --> Ox*(t,x)(-), where by A we denote convergence in 
the epigraphical sense (see Attouch [1], p. 39). To this end, first note that for every 
z G H, we have 

(3) 0K(t,x)(z) = lF(t,x,z) - (x*n,z) -> lF(t,x,z) - (x*,z) = 6x*(t,x)(z). 

Also if zn >̂ z in F(t,x), then we have 

hmc?x ;(^x)(^n) = hm [lF(t,x,zn) - (xn,zn)] 

^ lilii7F(^,^,-n) - l i m ^ * , ^ ) . 

But 1F(t,x, -) being l.s.c, convex, is weakly l.s.c. and so we have 

hm7F(/V7;,2:n) ^ 7 F ( * , £ , ^ ) -

Thus finally we have: 

(4) ]MOx*n(t,x)(zn) ^lF(t,x,z) - (x*,z) = Ox*(t,x)(z). 

Hence from (3) and (4) above and the properties of epigraphical convergence (see 
Attouch [1], p. 39), we have that 

8x*(t,x)(') -4 Ox*(t,x)(-) as n -> oo. 

Then invoking Theorem 2.11, p. 132 of Attouch [1], we get 

r/(.T*)(l,x) -> i](x*)(t,x) as n -> oo. 
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Therefore if {xm}m^i is dense in H, we can write that 

jF(t,x,v)= inf [(xm,v) + i](x*Tn)(t,x)) 
/ n ^ l 

=> (t,x,v) —> lF(t,x,v) is measurable 

(t,x,v) -> SF(t,x,v) is measurable. 

(ii) Since by hypothesis H(F), F(t,-) is li-continuous, from the definition of 
7F(£ , x, v) we can easily check that 7F(£ , •, •) is continuous on Gr F(t, •) for the relative 
H x H^-topology (here Hw denotes the Hilbert space H equipped with the weak 
topology) and also is l.s.c. on H x H. Next recall that 

lF(t,x,v) = inf [(x*,v) + i]F(x*)(t,x): x* G H]. 

So to establish the upper scmicontinuity of 7 F ( ^ T ) , it suffices to show that 
i]F(x*)(t, •) is u.s.c. To this end we need to show that for every A G U, the set 

Ux = {xeH:7lF(x*)(t,x) ^ A} 

is closed in H. So let xn G UA and assume xn A x. Then there exist zn G F(t,xn) 

such that 

A ̂  1F(t,xn,zn) - (x*,zn). 

Since F(t, •) is li-continuous, its support function x -> a(z*, F(t, x)) -= sup [(z*, z) : 
z G F(t, T)] is continuous for every z* G H (just recall by Hormander's formula 
we have h(F(t,x),F(t,y)) = sup [\a(z*, F(t,x)) - a(z* ,F(t,y))\: \\z*\\ <C l]) and 
so since F(-,-) is assumed to be Pwkc(H)-valued, we have that F(t,-) is u.s.c. as a 
multifunction from H into Hw (see Aubin-Ekeland [3], Theorem 10, p. 128). Thus 

w 

Theorem 7.4.2, p. 90 of Klein-Thompson [15] tells us that IJ F(t,xn) G Pwk(H). 
n>\ 

Since {zn}n^>\ C (J F(t,xn) , by passing to a subsequence if necessary, we may 
^ 7 1 ^ 1 

assume that zn -̂ » z G F(t,x) (since F(t, •) is u.s.c. from II into Hw). Then recalling 
that on Gr F(t, •), lF(t, •, •) is continuous from H x Hw into R, we have 

lini7F(l , ;vn ,zn) =lF(t,x,z) 

^\^lF(t,x,z)-(x*,z) 

^\<:r)(x*)(t,x) 

=>xeux. 
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So indeed the set U\ is closed and so we have established the upper semicontinu-

ity of ijF(x*)(t,-). Therefore 7 F ( £ , - , ' ) is u.s.c. on H x H and then so is (x,v) -» 

SF(t,x,v). 

(iii) Recall that yF(t,x,-) is convex. Also since 

*fF(t,x,v) =mf[(x*,v)+iiF(x*)(t,x): x* e H], 

we have that iF(t, x, •) being the lower envelope of affine functions is concave. There

fore v -> SF(t,x,v) is concave. Strict concavity on F(t,x) follows from the fact that 

the sequence {x*k}^i separates points in H. 

(iv) First note that from the definition of the function i]F(x*)(t,x), wc have: 

\iìľ(x*)(t,x)\ = |sup [yғ(t,x,z) - (x*,z): z Є F(t,x) 

^ЉÿL-(x*,z):zЄF(t,x) 
•k=ì 

a(x*k,F(t,x))2 

sup 

^^ML^ţ,,^, , , ) 
A : = l 

< 
k=i 

]F(t,x) 
2k + \F(t,x)\-\\x*\\ = \F(t,x)\2 + \F(t,x)\-\\x* 

where \F(t,x)\ = sup{||2| |: z € F(t,x)}. So we have: 

\lF(t,x,v)\ = | inf [(x*,v)+i]F(x*)(t,x):x* G H]\ 

< inf [||i-*||(HI + \F(t,x)\) + \F(t,x)\2 : x* E H] 

= \F(t,x)f. 

On the other hand, it is clear from the definition of ^fF(t,x,v) that for all v G 
F(t,x) we have 

\lF(t,x,v)\^\F(t,x)\2. 

So finally, we have for (t,x,v) G GrF 

0 ^ SF(t,x,v) ^ \7F(t,x,v)\ + \lF(t,x,v)\ <: 2|F(6,o;)|2 ^ Aa(t)2 + AP(t)2\\x\\2 a.e. 

(v) From part (iii) we know that SF(t,x,-) is strictly concave on F(t,x) and 

recall that 0 < SF. So from these two facts, we get easily that iiSF(t,x,v) = 0, then 

v G extF(t,x). On the other hand from Bauer's minimum principle (see Holmes 

[14], Corollary 2, p. 75) and the definition of 7^, we have that if v G extF(t,x), then 

^F(t,x,v) — -yF(t,x,v) and so SF(t,x,v) = 0. • 
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Now to prove our Baire category type theorem, we will need the following stronger 

hypothesis on the orientor field F(t,x). 

H(F)i: F: T x H -> Pwkc(H) is a multifunction s.t. 

(1) t —> F(t,x) is measurable, 

(2) h(F(t,x),F(t,y)) ^ k(t)\\x-y\\ a.e. with k(-) G L\, 
(3) \F(t,x)\ ^ a(t) + (5(t)\\x\\ a.e. with a,[5 G L\. 

The next result shows that 5e(^o) is residual in S(XQ) G Ph(C(T,H)). 

Theorem 4 .1 . If hypotheses H(tp), H(F)i and Ho hold, then SC(XQ) is a dense 

Gs-subset of S(XQ). 

P r o o f . Let A > 0 and set 

rx = {xeS(x0): f SF(t,x(t),-x(t)-g(t))dt < A} 

where g G L2(H) is such that g(t) G dy(t,x(t)) a.e. and -x(t) - g(t) G F(t,x(t)) 

a.e. Our claim is that the set V\ is open in 5(;vo). We will show that 5(ao) \ I\\ is 
closed. So let xn G 5(:To) \ T\ and assume that xn —» x in S(XQ). From Lemma 6.11 
of Yotsutani [26] we know that {xn}n>i is L2(H)-bounded. This combined with 
hypothesis H(F)\(3) tells us that {gn}n^i is L2(H)-bounded too. So by passing to a 
subsequence if necessary, we may assume that xn A z and gn —> g in L2(H). Clearly 
z — x, while by using the integral functional $(•) as in the proof of Proposition 3.1, 
and recalling that Gr<93> is demiclosed, we get that g G d$(x) => g(t) G dip(t,x(t)) 

a.e. Also for every h G L2(H) we have 

(-xn ~ 9n, h)L2{u) < a(h, 5^ ( .a ;n ( . ) )), n ^ 1. 

From Theorem 4.5 of [19] we know that a(h, 5 L x , ^ ) -+ d ( / i , 5 ^ , x ^ j ) . Hence 

in the limit as n —> co, we get 

( - x - g,Ji)L2{H) <C O(/i,5^(.x(.))). 

Since li G L2(H) was arbitrary and 5]-, i ( n is closed, convex, we deduce that 

-x-ge sl
F{.iX{m)) 

=i> -£(*) - g(0 G F(*,a,(*)) a.e. 

Furthermore because of Proposition 4.1 (i)-(iv), we can apply Theorem 2.1 of 

Balder [4] and get 

rb rb 

IhiT/ SF(t,xn(t),-xn(t)-gn(t))dt < / 5F(t,x(t),-x(t)-g(t))dt 
Jo Jo 

rb 

^ A ^ / <JF(*,a:(0,--i(0-^))d* 
Jo 
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with g G L2(H), g(t) G d<p(t,x(t)) a.e. and -x(t) - g(t) G F(t,x(t)) a.e. So 

x G 5(.v0)VA => VA is indeed open in 5(x0). 

Next we will show that 

se(x0) = P| rn 

wliere Tn = F\n, Xn = -. Using Proposition 4.1 (v), we see that 

Sc(xo) Q p | r„ 

On the other hand, if x € f] Tn, then 

г > l 

i > l 

rb T 

0 ^ / (5F(6,x(6),-i;(0 -G( l))d6 < - for all n ^ 1 

=> / 6F(t,x(t)-x(t)-g(t))dt = 0. 
Jo 

Since 0 ^ SF, we get that 5F(t,x(t),-x(t) - g(t)) — 0 a.e. Hence once again 

Proposition 4.1 (v) tells us that 

-x(t) - g(t) G cxt F(t,x(t)) a.e. 

=4> x G Se(x0). 

Thus we have shown that Se(xo) = p | T7X; i.e. Se(xo) is a G^-subset of S(xo). 
n>\ 

C(T j{) 

Next we are going to show that Se(xo) ' = S(xo)> From [21] we know that 

5(To) G Pk(C(T,H)). Let x(-) G S(xo). So by definition there exists / G Sp, x,^ 

such that -x(t) G 5(D(t,x(t)) + /(£) a.e., x(0) = x0- Let K — conv p(B(iJ))), as in the 

proof of Theorem 3.1, £ = |7f | = supJUxHoo: x G A"} and consider the multifunction 

L: K ^2L'W defined by 

L(y) = {/* G 5^.^.,): ||/(t) - /i(0|| < ^ + fc(«)lk(«) " y(t)\\ a.e.}. 

A simple application of Aumann's selection theorem tells us that L(-) has 

nonempty, closed and decomposable values (i.e. if /ii,li2 G L(y) and jlCTis mea

surable, we have \vilii -f \A< /i2 G L(y)), while from Proposition 2.3 of Fryszkowski 

[11], we have that L(-) is in addition l.s.c. Hence y -» L(H) is l.s.c. So applying 

Fryszkowski's continuous selection theorem [11], we get v£ : K -> Ll(H) a continuous 

map such that for all y G K, v£(y) G L(y). Apply Theorem IT of Tolstonogov [23], 
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to get w£ : K —> LW(H) a continuous map such that w£(y) G ext R(y) = SlxtF, ., ^ 

and \\v£(y) - w£(y)\\w < § for all y G K. 

Now let en = ^ and set v£n = vn, w£n = wn. Let yn G K for which we have 

yn = (pown)(yn). Existence of such points is guaranteed by Proposition 3.1 and 

Schauder's fixed point theorem. Since K C C(T,H) is compact (see the proof of 

Theorem 3.1), by passing to a subsequence if necessary we may assume that yn --» y 

in C(T,H). Then we have 

(-yn(t)+x(t),x(t)-yn(t)) < (wn(yn)(t)-f(t),x(t)-yn(t)) a.e. 

=> 5 \\Vn(t) - x(t)\\2 ^ J* (wn(yn)(s) - f(s\x(s) - yn(s)) ds 

rt 

/ {wn(Уn)(s) - vn(yn)(s),x(s) - гjn(s)) ds 
Jo 

/ (vn(Уn)(s) - f(s),x(s) -yn(s))ds. 
Jo 

rt 

+ 

By construction we have that wn(yn) — vn(yn) —>" 0 in L2(H) and since 

sup \\wn(yn) - vn(yn)\\L2{H) ^ 2||-0||2 < -hoo, we have that wn(yn) - vn(yn) -4 0 in 

L2(H). So we get 

/ (wn(yn)(s) - vn(yn)(s),x(s) - yn(s)) ds -> 0 as n -> oo. 
Jo 

On the other hand 

/ (vn(yn)(s) -f(s),x(s) -yn(s))ds 
Jo 

< riK(yn)(s)-/(5)||-|k(s)-!/n(s)||dS 
JO 

< / (i^ + k^xW ~ ^ H ) ' l | x ( s ) ~ y " ( s ) H d s 

< ^ - + ftk(s)\\x(s)-yn(s)fds. 
^n Jo 

So we get 

lim / (vn(yn)(s)-f(s),x(s)-yn(s))ds <: [ k(s)\\x(s) - y(s)\\2 ds . 
71-+OC JQ J0 

Therefore in the limit as n —> oo, we get 

IK*) " y(t)\\2 ^ 2 / k(s)\\x(s) - y(s)\\2 ds . 
JO 
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Invoking Gronwall's inequality, we get that :r = y. Hence yn -> x in C(T,H). 
C(7' H) 

Clearly yn £ Se(xo) and so we have that S6(XQ) ' = S(XQ). D 

R e m a r k . It is well-known that if instead the orientor field F(r,x) satisfies 

hypothesis H(F), then the density part of Theorem 4.1 is no longer true. There 

is a simple two dimensional counterexample due to Plis [22] illustrating this. So if 

instead we assume hypothesis H(F), then we only have the following weaker version 

of Theorem 4.1: 

Theorem 4 .2. If hypotheses H(p), H(F) and Ho hold, then Se(xo) is a 

nonempty, Gssubset of S(XQ). 

5 . A SPECIAL CASE 

Let K(t) be a moving set in H which satisfies the following hypothesis: 

H(K): K: T —> Pkc(H) and there exists v G L\ such that for all 0 ^ £ < t' we have 

h(K(ť),K{t)) ^ I v(s)ds 

Let <p(tyx) = SK(t)(x), where o*A(t)() ^s t n e indicator function of the set K(t)-, i.e. 
^A(o( ;r) = 0 if x e K(t) and 6K(t)(x) = -Foo if x g K(t). Then it is easy to see 
that hypothesis H(p) is satisfied with gr(t) = V(t) = JQ v(s) ds , gr(t) = v(t), (3 = 2, 
a = 0 and Kr = 1. Recalling dp(t,x) = DSK^(x) = NK^(x), the normal cone to 
the set K(t) at :v, Caucliy problems (1) and (2) take the following form: 

f -i(t) e NK{i)(x(t)) +extF(t,x(t)) a.e., 1 

1 o;(0)=a;o J 

and 

| -x(t) E NK{t)(x(t)) + F(t,x(t)) a.e., | 

1 ar(O) = .TO. J 

Problems of this form arise in theoretical mechanics in the study of elastoplastic 
systems (see Moreau [17]). When K(t) = Iv~ (i.e. the set is time independent), then 
the resulting evolution inclusion is called "Differential Variational Inequality" and 
describes dynamical models of resource allocation in mathematical economics (see 
Aubin-Cellina [2], Henry [12], Papageorgiou [20]). 
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If by Se(x0) (resp. S(x0)), we denote the solution set (5) (resp. of (6)), then from 
Theorem 4.1, we get: 

Theorem 5.1. If hypotheses H(K) and H(F)i hold and x0 e K(0), then Se(x0) 
is a dense Gs-subset of S(x0). 

6. AN APPLICATION TO CONTROL SYSTEMS 

In this section using Theorem 4.1, we obtain a "bang-bang" property for a class 
of nonlinear parabolic optimal control systems. 

So let Z C RN be a bounded domain with boundary V = dZ and p ^ 2, /3 > 0. 

' f - E afr(«(^ii^r2^)+w*r2 = 
= f(t, z, x(t, z)) + (b(t, z),u(t, z)) a.e., 

x(0,z) = x0(z), x\Txr = 0, 

u(t,z) € U(t,z) a.e., u(-, •) is measurable. 

(7) 

A : = l 

In addition to (7), we also consider the following system in which admissible are 
only the "extremal" ("bang-bang") controls. 

(8) 

лl 

E 
k=l 

i - E 7knt,z)\£r*g;)+PX\X\*-* = 

= f(t,z,x(t,z)) + (b(t,z),u(t,z)) a.e., > 

x(0,z) = x0(z), x\TxY = 0, 

u(t,z) E extU(t,z) a.e., u(-, •) is measurable. 

We will need the following hypotheses on the data of (7): 
H(f): / : T x Z x l R - > R i s a function s.t. 

(1) (t,z) -» f(t,z,x) is measurable, 
(2) \f(t,z,x)-f(t,z,y)\ ^ k(t,z)\x-y\ a.e. with k(-r) eLl(Tx Z), 

(3) \f(t,z,x)\ ^ a(t,z) + /3(t,z)\x\ a.e. with cr <E L2(T x Z), ,/i G 
L°°(T,L2(zT)). 

H(a): a : T x Z - » I R i s a function s.t. 0 < Hii ^ a(t,z) ^ 7/i2, |«(£,^) - a(s,z)\ ^ 
?/(z)|/ - s| a.e. with ?;(•) G L°°(.Z). 

H(b): beL°°(Tx Z,W). 

H(U): U:T x Z --> P ^ R ' ) is a measurable multifunction s.t. |C7(t, z)\ = sup{||H||: 
u e U(t,z)} <: 0(t) a.e. with 0(-) e L2(Z). 

In the partial differential equation (b(t,z),u(t,z)) denotes the inner product in U1 

of the vectors b(t,z) and u(t,z). 
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As before by 5(J.'O) (resp. Se(x0)) we denote the set of admissible state trajectories 
of (7) (resp. of (8)). We have that Se(x0) C S(x0) C C(T,L2(Z)). 

Theorem 6.1 . If hypotheses H (f), H(a), H(b), H(U) hold and x0(-) £ W0
Up(Z), 

then Se(x0) is a dense Gs-subset of S(x0). 

P r o o f . Let H = L2(Z) and define ^ : T x f f - > I = R U {+00} by 

<p(t,x) = { p£Jza(t>z^&+Uz\x\Vdz - f ^ ^ ) -
-Foo otherwise. 

Clearly <p(t, •) G V0(H) and note that 

{xeH:\\x\\2+<p(t,x)^\} 

is bounded in W0'
P(Z). Since W0

l,p(Z) embeds into L2(Z) compactly (Sobolev's 

embedding theorem), we see that ip(t,-) is of compact type. Furthermore using 
/ N \ i / p 

hypothesis H(a) and recalling that ( JZY1 \jrr.\v &z ) *s a n equivalent norm on 

W0
V(Z), we get that tp(t,x) satisfies hypothesis H(<p). Then as in Barbu [5], we can 

check that 

N * dx\p-*dx **•*> = -jE^O-MSr £ ) + w - = -fw 
with x eDp = {y G W^P(Z): L%(y) G L2(Z) = H}. 

Also let U(t) = {v G L2(Z, Ul): v(z) G U(t,z) a.e.}. Because of hypothesis H(U), 
U: T -> Pwkc{L2(Z,U1)) is measurable and \U(t)\ = sup{||v||2: v G U(t)} <$ 8(t) 

a.e. with #(•) G L\. From Benamara [6] we know that extU(l) = {v G U2(Z, R') : 

t'O?) G cxtU(t,z) a.e.}. 

Let / : T x H -> H be the Nemitsky operator corresponding to f(t,z,x) (i.e. 
f(t,x)(-) = f(t,-,x(-))). It is well-known that /( l , •) is continuous, while if h G 
H, then (f(t,x),h)L2(z) = Jz f{t,z,x(z))h(z) dz. So by Fubini's theorem, t -> 
(f(t,x),h)L2,z) is measurable => £ -> f(t,x) is weakly measurable and since L2(Z) 

is separable, by the Pettis measurability theorem (see for example Diestel-Uhl [10], 
p. 40), we get that t -> f(t,x) is measurable from T into L2(Z) = H. Then define 
F:TxH->P^c(H)by 

F(t,x) = f(t,x)+ | J (&(*)(•),"(•)) 
ueL>(t) 
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where b(t)(-) = b(t, •) G L°°(Z,Ul). As for f(t,x), via the Pettis measurability 
theorem, we can check that t —> b(t) is measurable from T into L2(Z, Ul). So 
(t,u) -> w(£)u = (b(l)(-),it(-)) from T x L2(Z, IR') into H is clearly measurable in 
t, continuous in u, hence jointly measurable. Since U(-) is measurable, we can find 
un: T -» L2(Z, Rl)n ^ 1 measurable maps s.t. U(t) = {un(t)}n^\ (see Wagner [24], 
Theorem 4.2). Then for any h G H we have 

a(h,F(t,x)) = {f(t,x),h)L2 + sup (w(t)un(t),h)L2(z) 

=i> £ —> a(h,F(t,x)) is measurable. 

But note that GrF(-,a;) = f| {z G H: (/im,2:) ^ a(hm,F(t,x))}, where 

{/i7n}m^i is dense in H. So GrF(-,x) G H(T) x H(H) => t -> F(t,x) is measurable 
(see Wagner [24]). Also note that because of hypothesis H(f) 

h(F(t,x),F(t,y))<:k(t)\\x-yh 

with k(t) = k(t,-). Finally we also have 

|.F(*,rr)| <: a(t) + P(t)\\x\\ a.e. 

with &(t) = \\a(t, ')\\L2(Z)i P(t) = \\P(t, -)IU-(z) £ £+• So we have satisfied hypoth
esis H(F)\. Using Aumann's selection theorem (see Wagner [24], Theorem 5.10), 
we can easily check that (7) is equivalent to the following evolution inclusion (de-
parametrized (control-free) system): 

J -x(t) G dip(t,x(t)) + F(t,x(t)) a.e., 1 

\ x(0)=xo=x0(')- J 

Similarly the equivalent evolution inclusion formulation of (8) is the following: 

( -x(t) edp(t,x(t)) +extF(t,x(t)) a.e.,1 

\ x(0) = x0=xo(-). J 

Applying Theorem 4.1, we get that Sc(xo) is a dense Gs-subset of S(x0). • 

R e m a r k. If for almost all (t,z), U(t, z) has a finite set of extreme points, then 
Theorem 6.1 above tells us that we can approximate any trajectory of (7) in the 
C(T,L2(Z))-norm, with states generated by admissible controls that take only a 
finite number of values. 
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