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ON EQUATION 
P(B)u = f(u^)+g(t,(u^)) ON THE LINE 

P l O T R F l J A L K O W S K I 

(Communicated by Michal Fečkan ) 

ABSTRACT. This paper deals with the existence of a real solution for the ordi
nary differential equation 

P(D)u = f(uW)+g(t,(u<»)) 

in the Sobolev space Hn(M) where n is the degree of the linear differential oper
ator P ( D ) . 

1. Introduction 

We shall consider an ordinary differential equation of the following form: 

P(D)u = /(«(")) + g(t, (u^)J=Jit...J . (1) 
Above, P(D) is a linear differential operator in R with a polynomial P of 

one variable and, as in [8], 

D = - i d — i l 

for which the polynomial P(— id) of the variable d has real coefficients. We shall 
consider two cases of m : m = 2k — 1, m = 2k. Other assumptions on P and 
the values of j will be precised in the theorems corresponding to these cases. 

Let us assume that the function / : R -» R is continuous and that there are 
positive constants e0 and iv", such that 

\f(x)\<K\x\ for \x\<£0. (2) 

Let us suppose that the function g: R x Rl -» R satisfies Caratheodory 
condition in the following form: g(t, •) is continuous a.e. with respect to t and 

2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Pr imary 34B40, 34C11. 
K e y w o r d s : ordinary differential equation, fixed point, topological degree. 
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g(-,y1,..., 2//) is measurable for all yx,..., yl. (For / -= 0, we assume simply that 
g = g(t) is measurable.) 

Let us assume also that there is a function h G L2(R) s u c n t n a t 

|g(t,;y1?. . . , y z ) | < MO (3) 

for £, Hl5..., yt G R. (Note that we do not assume any growth condition for the 
function / . ) 

We shall look for real solutions of equation (1) in the Sobolev space Hn(R) 
where n denotes the degree of P. Thus the problem can be treated as a kind of 
an infinite interval boundary value one. Such an approach can be found in [1], 
[4] and [5]. 

We define the Sobolev space Hs(R) for non-negative 5 as the space of tem
pered distributions v on R for which 

+ CO 

\\v\\l := (27T)"1 J |(^)(0|2(1 + m2Y d? < +oo (4) 
— oo 

where T denotes the Fourier Transformation. Note that H0(R) = L2(R). Con
sequently, we shall denote the norm of L2(R) as || • | |0. 

Let us note the following important lemma (see [8; Corollary 7.9.4]): 

LEMMA 1. Let s be a real number and j an integer for which 0 < j < s — 1/2. 
Then any v^ is (i.e. may be represented as) a continuous bounded function 

if v G Hs (R). and there exists a constant C such that 

suv\vW(t)\<C\\v\\8. 
t£R 

In particular, we have: 

LEMMA 2. Every function v G H1(R) is continuous, vanishing at — oo. +oo, 
and 

sup\v(t)\ < \\v\\x . 

teR 

P r o o f . The lemma is obvious by the identity 

t 

v2(t) = f v(s)v'(s) ds 
— oo 

and the Schwarz inequality. • 

Note that, under our assumptions on the function / , the following lemma is 
valid: 

284 
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LEMMA 3. The mapping v i-> / o v maps continuously Hl(R) into L2(R). 

P r o o f . By Lemma 2, any function v G HX(R) is bounded, vanishes at 
infinity and clearly, v G L2(R). Hence, by (2), / o v G L2(R). 

Let v- -> U0, as j —• oo, in H^IR). Let 0 < £ < £0/2. We have, for a 
certain jx , 

+ 00 

/ \Vj(t)-v0(t)\
2dt< (5) 

(6) 

(7) 

(8) 

By Lemma 2, Vj -> w0 uniformly, which implies the uniform convergency 

f(vj(t)) ~> f(vo(t)) f°r * G [-a, a] . Thus, for a certain j2> 

f\f{v3{t))-f{v,(t))\2 &t<e (9) 

if i > j2 • 
Suppose j > max{j l5 j2]. From (6) and (7), 

K, (*)!>,(<) I <£o f o r 1*1 >a-
From (5) and (8), 

and 
\v j(t) - v0(t)\ < є , t єR, 

if j > h • 
Lemma 2 implies the existence of І a, constant a such that 

K(t)\<£ for |í| > Oi 

and 
— a + 00 

I 
— oo 

\v0(t)\
2dt, / krøŕ 

a 

1 àt < є. 

a —a —a 

J \Vj(t)\2 dt < 2 í \Vj(t) - v0(t)\
2 dt + 2 í \v0(t)\

2 dt<4e. 

oo —oo —oo 

Thus, by (2), (8), and (10), 
a —a ~& 

I \f(vj(t)) - f(v0(t))\
2 dt < 2 I \f(vj(t))\2 dt + 2 j \f(v0(t))\

2 dt 

oo — oo "~00 

-a ~P 

< 2K2 í \Vj(t)\
2 dt + lK2 j \v0(t)\

2 át 

(10) 

— oo 

- 2 . < 10Kzє. 
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Estimating the integral 

-foo 

/ 1/(^(0) ~f(v0(t))|
2 d* 

in the similar way and making use of (9), we obtain 

+00 

J |/(«3-(t)) - />„(<)) f dl < (20K2 + l)e , 
— OO 

which ends the proof. • 

By Hs
0C(R), we denote a local space corresponding to the space HS(R). 

this means the space of all distributions v G Z1'(R) for which <\>v G Hs(R) 
if 0 G C™ (R) where C£° (R) is the space of smooth functions with compact 
supports in R. The space Hs

oc(R) is a Frechet space with the topology defined 
by the system of the seminorms ||0U||S, <\> G C^°(R). 

We shall use the following theorem (see, for example, [8; Theorem 10.1.27]): 

THEOREM 1. For 0 < sx < s2, the embedding HS2(R) -r HSi(R) is con
tinuous and the embedding Hloc(R) —r iJs

oc(R) is compact, this means it is 
continuous and maps bounded sets onto precompact ones. 

1. Main results 

We shall prove, under some additional assumptions, the existence of a solution 
of equation (1) for m = 2k — 1. 

THEOREM 2. Assume that all assumptions from Introduction are valid and the 
degree of the polynomial Re P is equal to 2n1 with 

nx > 1. 

Suppose that R e P has no real roots, hence there exists a positive constant Cx 

for which 

(l + e)ni<Cx\ReP(0\. (11) 

Then the equation 

P(V)u = f(u{>2k-V)+g(t1u
{k\...Mk+ni-l)) (12) 

with 
1 < k < n1 
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has a solution u e Hn(R) for which 

llti^lUSOxINo- (13) 

P r o o f . We shall show that if equation (12) has a real solution u £ Hn(R), 
then estimation (13) holds. Indeed, we have 

f P(D)u(t)u^2k\t) dt= f P(D)u(t)u^2k\t) dt 

— oo — oo 

+oo 

= (27T)"1 f T(P(D)u)(OF(UW)(0 de 
— OO 

+oo 

= (27T)"1 J (iOkF(P(D)u)(t)T(uW)(0 d£ 
— oo 

+oo 

= (2n)~\-l)k I P(0\^(u^)(0\2 d^ 
— oo 

+oo 

= (27r)-1(-l)fc f ReP(0|^(tt(fc))(0|2 d£. 
— OO 

From the above equality, estimation (11), and definition (4), we have 

+00 

c,r1iitt(fc)n2
ll < [ p(D)u(t)u(2k\t) át (14) 

On the other hand, by condition (3) and the Schwarz inequality, we have 

+oo 

/ P(D)u(t)u(2k\t) dt 
— oo 
+oo 

= / /(ti(2fc-1)(*))u(2*)(*) dt+ f fl(*,uW(«),...,^*+ni-1)(«))u(2fc)(«) d* 
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í f(x)dx + í g(t,u{k)(t),...Ju
{k+rlí-1)(t))a{2k\t)dt 

0 - э o 

+ 00 

í ø lťУ^ť) , . . . ,^**" 1 - 1 ^))^ 2 *^) dť 
OO 

+ OO 

< j \h(tyii2k)(t)\ dť 

<l l%l^ 2 ' C ) | l o<l l l ' l lo l l^ ) | l /c<NlolM f c ) IU 

Observe that, from Lemma 3, / o u^2k ^ G L2(R) J which warrants the abo\e 
calculation. 

From (14) and (15), we obtain estimation (13) for solutions u G H1 (R) of 
equation (1). 

Let us define the function f1 in the following wTay: 

ЛW 
f /(-Oill/гllo) f o r Ж - C , 

/(*) for - C , 

l /(ťЛlllчlo) forx^C.ЦftЦo. 

] IľЧIO ' 

i l o < ^ < C i l l l ' H o ' (16) 

and consider the equation writh a positive integer j and A G [0,1]: 

P(D)v = X(fl(vi2k-1))+g(t,vik),...,vik+n^1)))x^j] ( I ! 

where Xr_, ,1 is the characteristic function of the interval [—j,j] • 

We shall compute an a priori bound for real solutions v G Hn(R) of equa
tion (17). In the same way as above, we obtain 

cr1..^!!2,... 
+ 00 

í P(D)v(t)vi2k) (t) dť (18) 

Now, we shall estimate the right hand side of equation (17): 
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+ 00 

í PÇD)v(t)v{2k) (t) dí 

-A / L > ( 2 f c 1](x)v{2k)(t)y2k)(t)dt 

r 
+ I g^v^tt),...,^^711-1)^^^) dř 

A 
»(2fc % ' ) 

/"лlя) <1* + íg(tУk){t),...,v(k+Пl-1)(t))v{2k){t) dt 

v(2k 1)( j ) j 

< \vV2k l ) ( i ) _ ^ A - D ( _ J ) | s u p | / i ( ! / ) | + HftlIJI^)!^ 

< 2 | | U ( 2 / ř 1 }H svml/\íV.I 4- IlJi.lUU.Wl 
L sup |/'(y)| + ||l l | |0IK'wIL1 

2/GM 

< (2sup|/1(î,)| + | |/i | | 0 ) | | t ;W| | n i . 
í / a 

Thus we obtain the a priori bound for real solutions v G Hn (R) of equations (17): 

l l^ ) IL 1 <^(2s U p |/ 1 (2/) | + ||l i||o)- (19) 

Now7, we observe that equation (17) in the space Hn(R) is equivalent to 

P ^ = A^((/ 1 (^ 2 f c - 1 ' (-)) + ( 7 ( - ) ^ ( - ) , - - - , ^ + " l ) ( - ) ) ) x [ - J , , ] ) - (20) 

Since the polynomial Re P has no real roots, hence the same is for the poly
nomial P . Thus, from (20), we have 

><A) - \F i / » f c 

T ((fM2k-'\-))+Á-^k\-),...Mk^-X\-)))x{]3M-

Setting w := v^ , we have: 

i l » f c 

w - XF ' ^ ^ ( ( A (w^ (•)) + g(; w(-),..., w{ni - 1 )(-)))x [_^ ]) J • (21) 

Let 

T,(«>) = .F I A І O * j ^ ((/•(-""-"(•D+i-f) ^ 1)(0))xh,,i]) 
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Thus we may rewrite equation (21) as 

(I-\Tj)(w) = 0, (22) 

where I stands for the identity mapping. 

We shall prove that T- is a compact mapping from ffni (R) into itself. By 
Lemma 1, the mapping v H-> ( / o v)X[-jj] maps continuously ffni_i/4(R) into 
L2 (R). We can prove the continuity of the Nemytzkii operator 

Hni_,(R) 3 . 4 g(»,.(.),..., n,**!-1^-)) G L2(R) (23) 

in the standard way, using (3) (see for example [3; Appendix], where the case of 
n1 — 1 =- 0 is considered). By Theorem 1, the above operator is also continuous 
as a mapping from ffni_1/4(R) into £ 2 (R) . 

The operator 

v^tT' '(*H 
maps continuously L2(R) into ffni(R) (even into Hn_k(R)). From above and 

continuity of the embedding ffni(R) -» ffni_1/4(R), T.: ffni(R) - • Hni(R) is 

continuous. If B is a bounded set in ffn (R), then B is bounded in ffn
oc(R), 

hence, by Theorem 1, it is precompact in ffn
oc_1/4(R). By the factor X\- • -i> T 

continuously maps ff^^R) into ffni(R), hence the set T(B) is precompact 

inHni(R). 
Now, we treat / — XT. as a mapping from the ball of the center at zero and 

the radius 
C 1 (2sup | / 1 (y) | + | |/ l | |0) 

^ 7it-.Hl / 

+ Є 
УЄR 

in the space ffni into ff . 

From the a priori bound (19), we know that 

( I - A 2 \ ) ( u , ) - * 0 

for 
IML_ = C 7 1 ( 2 s u p | / 1 ( y ) | + ||fc||0) +6T, 

hence the Leray-Schauder degree of the mapping I — XT- with respect to zero is 
equal to 1 — the degree of I. From the Leray-Schauder degree theory (see for 
example [10]), equation (22) has a solution w • G ffni. 

By (19) and Theorem 1, the sequence {wj}
(j=1 is precompact in -^I n

o c _ 1 / 4 (R). 

Take a subsequence {Wjm}™=1 convergent to a certain w in the topology of 

ffn

oc_1/4(R). Since {w-m}££_-_ is bounded in ffni(R), hence it is also bounded 

in ffni_1/4(R). Thus we have w G ffni_1/4(R). 
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We shall demonstrate that w is a solution of the equation 

^ = ^"1(^?^(/1(™ ( f e-1 )(-))+5(-,<), . . . ,^ ("1-1 )(-))))- (24) 

Observe that 

-*A(« ' ( f c - 1 ) ( - ) )+i7 ( - , « ' ( - ) , - - - , « ' { n i - 1 ) ( - ) ) 

in the topology of the space S"(R) of tempered distributions on R. 
In fact, for any (j> e £(R), from the boundness of fx, (3), and the Lebesgue 

Theorem, we have 

+00 

/ ^ ( / i ^ r W l + ^ ^ W -t'^WJlx^^W dt 
— 00 

+ 00 

—> J <f>(t)(f1(w^-1)(t))+g(.Mt),...Mni-1)(t)))dt. 
— CO 

The convergence in -ff)l
oc_1(-R) implies the convergence in S'(R). Since T is 

an homeomorphism of S'(R), (24) may be obtained from (21) if m -» +00. 
Let 

It is easy to see that u G IIn(R), i ^^ = w, hence u is a solution of equation 

P(B)u = fx (w<2fe-1)) + g(t, «<*>,..., «(fc+"»-1)) , 

which have the same a priori bound for solution (13) as equation (12). From 
definition (16) of function fx, we conclude that u is a solution of equation (12), 
which ends the proof. • 

Now, we shall formulate a theorem for the case of m = 2k: 

THEOREM 3. Suppose that all assumptions from Introduction are satisfied. Let 

P(0 = ReP(0 + ien3+1Q(0, 
and suppose that the degree of Q is equal to 2n2 with 

n2 > 1. 

Suppose ReP(O) ^ 0 and Q has no real roots, hence there exists a positive 
constant C2 for which 

(i+er<c2\Q(o\. (25) 
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Then the equation 

P(B)u = f(UW) + g(t, ^ ( / e + n 3+ 1 ) , . . . , u(*+"2+n3)) (26) 

with 
n3 + 1 < k < n3 + n2 

has a solution u £ Hn(M) for which 

ll«(fc+n3+1)IU<C2IWIo- (27) 

P r o o f . The proof of Theorem 3 is similar to the proof of Theorem 2. 
A priori bound (27) instead of (13) for real solutions u £ Hn(R) of equation 
(26) is the unique essential difference between them. We shall demonstrate that 
if equation (26) has a real solution u £ Hn(R), then estimation (27) holds. In 
fact, we have 

+ oo 

f P(D)u(t)u(2k+1)(t) At 
— OO 

+ oo 

= f P(D)u(t)u(2k+1)(t) dt 
— OO 

+ oo 

= (27T)-1 J F(P(D)u)(OF(u(2k+1))(0 ^ 
— OO 

+ oo 

= (27T)-1 J (iOkHP(v)u)(o?(u(k))(0 at 
— OO 

+ oo 

= (27T)-1 J (ReP(0 + ien*+1Q(0)(i02k+1\Hu)(0\2 ^ 
— OO 

+ oo 

= (-l)fc(2vr)-1 J ((iC)2fe+1 ReP(0 - i2k+2 ek+2n*+2Q(0) \Hu)(0\2 d£ 
— OO 

+ OC 

= (-i)fc(27r)-1 J ek+2n3+2Q(0\Hu)(0\2 dC 
— OO 

+ oo 

= (-l)fc(27r)-1 j Q(0\?(u(k+n*+1))(0\2 dO 
— OO 
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From the above equality, estimation (25), and definition (4), we have 

or1ii«(*+n3+1)iina< 

+00 

I P(Ђ)u{t)u^2k+l\t) åt 

and (27) may be obtained as in the proof of Theorem 2. 
Observe that, under our assumptions, 

P(0 / 0 

for £ e R. 
Setting w := v(

k+n3+1) ? w e obtain a continuous Nemytzkii operator 

/ / n 2 _ 1 ( R ) 9 W ^ 5 ( . , u , ( . ) , . . . , w ( " - 1 ) ( . ) ) G i 2 ( M ) 

instead of (23). 
Thus it is easy to see that Theorem 3 may be proved as Theorem 2. • 

3. Applications 

We shall give two simple examples of applications of Theorems 2 and 3. 

E X A M P L E 1. Assume that / : M —> R is continuous and differentiable at zero, 
and h £ L2(R). Let us consider the equation 

UW + n(3) + u = f(u>^ + gfa , -yy/ ) (28) 

with the function g satisfying the assumptions from Introduction. 
We have 

m = f(o) + f1(x) 
and, from differentiability of / at zero, fx satisfies condition (2). Setting v : = 
u — / ( 0 ) , we obtain the equation 

VW+VW+V = f(v') + h(t). (29) 

We shall apply Theorem 2. We have 

P(0 = ReP(0 = e + l>(e + l)2)/2 , 
hence n1 = 2 and Cx = 2. From Theorem 2, equation (29) has a solution 
v £ H4(R) for which 

\\v,\\1<2\\h\\0. 

Thus equation (28) has a solution u for which u — / (0) E H4(R) and 

l l« ' l l 1<2| | / i | | 0 . 

293 



PIOTR FIJAŁKOWSKI 

E X A M P L E 2. It is easy to see that the equation 

,(5) ,0) u^> - v>"> -u" + u = /(H ( 4 ) ) + g{t, H,(4)) , (30) 

with functions / and g satisfying assumptions from Introduction, satisfies the 
assumptions of Theorem 3. Indeed, we have 

P(0 = i + i£3(£2 + i), 
and n = 5, n 2 = 1, n 3 -= 1, C2 = 1, k = 2. 

From Theorem 3, equation (30) has a solution u £ H5(R) for which 

,(4)1 ! < 0 • 
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